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Preface

The objective of the International Council on Systems Engineering (INCOSE)
Systems Engineering Handbook is to provide a description of key process
activities performed by systems engineers. The intended audience is the new
systems engineer, an engineer in another discipline who needs to perform
systems engineering (SE), or an experienced systems engineer who needs a
convenient reference. The primary purpose of the version 3.2.2 update is to
correct errata introduced in v3.2.1.

The descriptions in this handbook show what each SE process activity entails, in
the context of designing for affordability and performance. On some projects, a
given activity may be performed very informally; on other projects, very
formally, with interim products under formal configuration control. This
document is not intended to advocate any level of formality as necessary or
appropriate in all situations. The appropriate degree of formality in the
execution of any SE process activity is determined by:

1. The need for communication of what is being done (across members
of a project team, across organizations, or over time to support future
activities)

2. The level of uncertainty
3. The degree of complexity

4. The consequences to human welfare.

On smaller projects, where the span of required communications is small (few
people and short project life cycle) and the cost of rework is low, SE activities
can be conducted very informally (and thus at low cost). On larger projects,
where the cost of failure or rework is high, increased formality can significantly
help in achieving project opportunities and in mitigating project risk.

In a project environment, work necessary to accomplish project objectives is
considered “in scope;” all other work is considered “out of scope.” On every
project, “thinking” is always “in scope.” Thoughtful tailoring and intelligent
application of the SE process described in this handbook is essential to achieve
the proper balance between the risk of missing project technical and business
objectives on the one hand, and process paralysis on the other. Chapter 8
provides tailoring guidelines to help achieve that balance.
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1 Systems Engineering Handbook Scope

1.1 Purpose

This handbook defines the discipline and practice of systems engineering (SE)
for student and practicing professional alike. This handbook provides an
authoritative reference to understand the discipline in terms of content and
practice.

1.2 Application

This handbook is consistent with ISO/IEC 15288:2008 — Systems and software
engineering — System life cycle processes (hereafter referred to as ISO/IEC
15288:2008) to ensure its usefulness across a wide range of application
domains — man-made systems and products, as well as business and services.

ISO/IEC 15288:2008 is an international standard that is a generic process
description, whereas this handbook further elaborates the processes and
activities to execute the processes. Before applying this handbook in a given
organization or project, it is recommended that the tailoring guidelines in
Chapter 8 be used to remove conflicts with existing policies, procedures and
standards already in use. Processes and activities in this handbook do not
supersede any international, national, or local laws or regulations.

For organizations (including much of commercial industry) that do not follow
the principles of ISO/IEC 15288:2008 to specify their life-cycle processes, this
handbook can serve as a reference to practices and methods that have proven
beneficial to the SE community at large and that can add significant value in
new domains if appropriately selected and applied.

1.3 Contents

This chapter defines the purpose and scope of this handbook. Chapter 2
provides an overview of the goals and value of using SE throughout the systems
life cycle. Chapter 3 describes an informative life-cycle model with six stages:
Concept, Development, Production, Utilization, Support, and Retirement.

ISO/IEC 15288:2008 identifies four process groups to support SE. Each of these
process groups is the subject of a chapter. A graphical overview of these
processes is given in Figure 1-1.
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Figure 1-1 System Life-cycle Processes Overview per ISO/IEC 15288:2008

Technical Processes (Chapter 4) include stakeholder requirements definition,
requirements analysis, architectural design, implementation, integration,
verification, transition, validation, operation, maintenance, and disposal.

Project Processes (Chapter 5) include project planning, project assessment and
control, decision management, risk management, configuration management,
information management, and measurement.

Agreement Processes (Chapter 6) address acquisition and supply.

Organizational Project-Enabling Processes (Chapter 7) include life-cycle model
management, infrastructure management, project portfolio management,
human resource management, and quality management. As Figure 1-1
illustrates, the outputs of the life-cycle model management process direct the
application of the Technical and Project Processes.

NOTE: ISO/IEC 15288:2002 used Enterprise Processes that performed the same
role as the Organization Project-Enabling Processes of 1ISO/IEC 15288:2008. For
the purposes of this v3.2.2 Handbook, the terms Organization and
Organizational are used to be synonymous with Enterprise.

2
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Tailoring Processes (Chapter 8). Not every process will apply universally.
Careful selection from the material that follows is recommended. Reliance on
process over progress will not deliver a system. If you are not familiar with
tailoring concepts, please read Chapter 8 before using this handbook.

Specialty Engineering Activities (Chapter 9) contains practical information
about topics such as acquisition logistics and human factors engineering (HFE).

Appendix A contains an N” analysis of the processes showing where
dependencies exist in the form of shared inputs or outputs. Appendix B
contains mappings to other international and industry SE standards.
Appendices C and D provide a glossary of terms and acronyms. Appendix E
contains the acknowledgements for the various versions of this handbook.
Errors, omissions, and other suggestions for this handbook can be submitted to
the International Council on Systems Engineering (INCOSE) using the Comment
Form contained in Appendix F.

1.4 Format

A common format has been applied in Chapters 4 through 8 to the elaboration
of the system life-cycle processes found in ISO/IEC 15288:2008. Each process is
illustrated by a context diagram. A sample is shown in Figure 1-2. To
understand a given process, the reader is encouraged to find the complete
information in the combination of diagrams and text. The following heading
structure provides consistency in the discussion of these processes.

1. Process Overview
—  Purpose
—  Description
— Inputs —including Controls and Enablers

Note: There is often confusion between what is considered
an input and what is considered a control. Inputs only include
those items that are acted upon by the process and used or
transformed to create the outputs. For example, guidance
and instructions are not inputs. They are considered as part
of the controls, since they are not changed by the process.

—  Outputs
—  Process Activities

—  Common approaches and tips

3
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2. Process Elaboration
— Detail on topics related to the process

3. References.

To ensure consistency with ISO/IEC 15288:2008, the purpose statements from
the standard are included for each process. Also, the activities of the standard
are included in the context diagrams and in the Process Activities section of
each process. This handbook provides additional levels of detail below the
activity level.

Controis b

- Directives
- Constraints

A
Inputs \ / HELIEES "\ a0 Outputs ™
Prccess
o A process is an integrated
. Mma | ) set of actvitizs that ) - Processed Data
- Materia transforns inputs - Products and/or Services
into desired outputs

Enablers N

Resources (Infrastructure, workfarce|
tools, ard technologies

Figure 1-2 Sample of Context Diagram for Process

1.5 Definitions of Frequently Used Terms

One of the Systems Engineer’s first jobs on a project is to establish
nomenclature and terminology that support clear, unambiguous
communication and definition of the system and its functions, elements,
operations, and associated processes. While there is no universally accepted
nomenclature, this section presents one convention in widespread use.

It is essential to the advancement of the field of SE that common definitions
and understandings be established regarding general methods and terminology
that in-turn support common processes. As more Systems Engineers accept
and use a common terminology, we will experience improvements in
communications, understanding, and ultimately, productivity. Table 1-1

4
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contains the definition of some terms used frequently throughout this
handbook. Definitions in italics have been taken from ISO/IEC 15288:2008. A
full glossary of definitions is found in Appendix D, and an elaboration of the
system hierarchy is given in Section 2.4.

Table 1-1 Frequently Used Terms

Term Definition
Activity set of cohesive tasks of a process
Element See System element

Enabling system

a system that supports a system-of-interest during its life-cycle stages but
does not necessarily contribute directly to its function during operation

Enterprise

See Organization

Organization

person or a group of people and facilities with an arrangement of
responsibilities, authorities and relationships [adapted from ISO
9000:2005]

set of interrelated or interacting activities which transforms inputs into

Process
outputs
Proiect an endeavor with start and finish criteria undertaken to create a product
) or service in accordance with specified resources and requirements
Stage a period within the life cycle of an entity that relates to the state of its
g description or realization
a combination of interacting elements organized to achieve one or more
stated purposes
System an integrated set of elements, subsystems, or assemblies that accomplish

a defined objective. These elements include products (hardware, software,
firmware), processes, people, information, techniques, facilities, services,
and other support elements. (INCOSE) An example would be an air
transportation system.

System element

a member of a set of elements that constitutes a system

a major product, service, or facility of the system, e.g. the aircraft element
of an air transportation system (the term subsystem is sometimes used
instead of element)

System-of-interest

the system whose life cycle is under consideration

5
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Term

Definition

System-of-systems

System of systems applies to a system-of-interest whose system elements
are themselves systems; typically these entail large scale inter-disciplinary
problems with multiple, heterogeneous, distributed systems.

Systems Engineering

Systems Engineering (SE) is an interdisciplinary approach and means to
enable the realization of successful systems. It focuses on defining
customer needs and required functionality early in the development cycle,
documenting requirements, and then proceeding with design synthesis
and system validation while considering the complete problem:
operations, cost and schedule, performance, training and support, test,
manufacturing, and disposal. SE considers both the business and the
technical needs of all customers with the goal of providing a quality
product that meets the user needs. (INCOSE)

1.6 References
The following documents have been used to establish the framework and
practical foundations for this handbook.

1. ISO/IEC 15288:2008, Systems and software engineering — System life cycle processes, Geneva:
International Organization for Standardization, issued 1 February 2008.

2. ISO/IEC TR 19760:2003, Systems Engineering — A guide for the application of ISO/IEC 15288,
Geneva: International Organization for Standardization, issued 15 November 2003.

3. SE Guidebook for ITS, California Department of Transportation, Division of Research and
Innovation, v 2.0, Jan 2007.
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2 Systems Engineering Overview

2.1 Introduction

This chapter offers a brief overview of the discipline of SE, beginning with some
definitions, an abbreviated survey of the origins of the discipline, and
discussions of the value of applying SE. Systems are pervasive in our daily life.
They are tangible in that they exist in the products we use, the technologies we
employ, the services we procure, and in the fabric of society.

2.2 Definition of Systems Engineering
Systems engineering is a perspective, a process, and a profession, as illustrated
by these three representative definitions.

Systems engineering is a discipline that concentrates on the design and
application of the whole (system) as distinct from the parts. It involves
looking at a problem in its entirety, taking into account all the facets and
all the variables and relating the social to the technical aspect. (Ramo")

Systems engineering is an iterative process of top-down synthesis,
development, and operation of a real-world system that satisfies, in a near
optimal manner, the full range of requirements for the system. (Eisner?)

Systems engineering is an interdisciplinary approach and means to enable
the realization of successful systems. It focuses on defining customer needs
and required functionality early in the development cycle, documenting
requirements, and then proceeding with design synthesis and system
validation while considering the complete problem: operations, cost and
schedule, performance, training and support, test, manufacturing, and
disposal. SE considers both the business and the technical needs of all
customers with the goal of providing a quality product that meets the user
needs. (INCOSE?)

Certain keywords emerge from this sampling — interdisciplinary, iterative,
socio-technical, and wholeness.

The SE perspective is based on systems thinking. Systems thinking occurs
through discovery, learning, diagnosis, and dialog that lead to sensing,
modeling, and talking about the real-world to better understand, define, and
work with systems. Systems thinking is a unique perspective on reality—a
perspective that sharpens our awareness of wholes and how the parts within
those wholes interrelate. A systems thinker knows how systems fit into the
larger context of day-to-day life, how they behave, and how to manage them.

7
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Systems thinking recognizes circular causation, where a variable is both the
cause and the effect of another and recognizes the primacy of
interrelationships and non-linear and organic thinking—a way of thinking
where the primacy of the whole is acknowledged.

The SE process has an iterative nature that supports learning and continuous
improvement. As the processes unfold, systems engineers uncover the real
requirements and the emergent properties of the system. Complexity can lead
to unexpected and unpredictable behavior of systems; hence, one of the
objectives is to minimize undesirable consequences. This can be accomplished
through the inclusion of and contributions from experts across relevant
disciplines coordinated by the systems engineer.

Since SE has a horizontal orientation, the discipline (profession) includes both
technical and management processes. Both processes depend upon good
decision making. Decisions made early in the life cycle of a system, whose
consequences are not clearly understood, can have enormous implications
later in the life of a system. It is the task of the systems engineer to explore
these issues and make the critical decisions in a timely manner. The role of the
systems engineer is varied, and Sheard’s “Twelve Systems Engineering Roles”*
provides one description of these variations.

2.3 Origins of Systems Engineering

The modern origins of SE can be traced to the 1930’s followed quickly by other
programs and supporters.” Table 2-1 and Table 2-2 offer a thumbnail of some
important highlights in the origins and history of the application of SE.

Table 2-1 Important Dates in the Origins of SE as a Discipline

1829 Rocket locomotive; progenitor of main-line railway motive power

1937 British multi-disciplinary team to analyze the air defense system

1939-1945 Bell Labs supported NIKE development

1951-1980 | SAGE Air Defense System defined and managed by MIT

1956 Invention of systems analysis by RAND Corporation

1962 Publication of A Methodology for Systems Engineering

1969 Jay Forrester (Modeling Urban Systems at MIT)

1990 NCOSE established

1995 INCOSE emerged from NCOSE to incorporate International view
8
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Table 2-2 Evolution of SE Standards®

1969 Mil-Std 499
1974 Mil-Std 499A
1979 Army Field Manual 770-78
1994 Mil-Std 499B (not released)
1994 Perry Memorandum urges military contractors to adopt commercial practices.
EIA 632 IS (Interim Standard) and IEEE 1220 (Trial Version) instead of Mil-Std 499B
1998 EIA 632 Released
1999 IEEE 1220 Released
2002 Release of ISO/IEC 15288:2002
2008 Release of ISO/IEC 15288:2008

With the introduction of the international standard ISO/IEC 15288 in 2002, the
discipline of SE was formally recognized as a preferred mechanism to establish
agreement for the creation of products and services to be traded between two
or more organizations — the supplier(s) and the acquirer(s). But even this simple
designation is often confused in a web of contractors and subcontractors since
the context of most systems today is as a part of a “system of systems” (see
Section 2.5).

2.4 The Hierarchy Within A System
The systems considered in ISO/IEC 15288:2008:

are man-made, created and utilized to provide products and/or services
in defined environments for the benefit of users and other stakeholders.
These systems may be configured with one or more of the following
system elements: hardware, software, data, humans, processes (e.g.,
processes for providing services to others), procedures (e.g., operator
instructions), facilities, materials and naturally occurring entities. In
practice, they are thought of as products or services.

The perception and definition of a particular system, its architecture
and its system elements depend on an observer’s interests and
responsibilities. One person’s system-of-interest can be viewed as a
system element in another person’s system-of-interest. Furthermore, a
system-of-interest can be viewed as being part of the environment of
operation for another person’s system-of-interest.’

9
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Hierarchies are system or organizational representations of a partitioning
relationship where the entity (or system) is separated into smaller more
manageable entities. The hierarchy should be balanced with appropriate fan-
out and span of control. Appropriate fan-out and span of control refers to the
number of elements subordinate to each element in the hierarchy. The concept
of a system hierarchy or system structure is described in ISO/IEC 15288:2008 as
follows:

The system life cycle processes ... are described in relation to a system
that is composed of a set of interacting system elements, each of which
can be implemented to fulfill its respective system requirements.
Responsibility for the implementation of any system element may
therefore be delegated to another party through an agreement.

The relationship between the system and its complete set of system
elements can typically be represented in a two-level hierarchy for the
simplest of systems-of-interest. For more complex systems-of-interest, a
prospective system element may itself need to be considered as a
system (that in turn is comprised of system elements) before a complete
set of system elements can be defined with confidence (see Figure 2-1).
In this manner, the appropriate system life cycle processes are applied
recursively to a system-of-interest to resolve its structure to the point
where understandable and manageable system elements can be
implemented (made, bought, or reused) from another party. The
system-of-interest may include any type of system or combination of
systems.®

System hierarchies are analogous to organizational hierarchies in that both can
suffer from improper balance; that is, too great a span of control or excessive
layers in the hierarchy. A “rule of thumb” useful in evaluating this balance is
that a system should have no more than 7 £ 2 elements reporting to it. In the
same way an element should have no more than 7 + 2 subsystems reporting to
it, and so on. A design level with too many subordinate entities suffers from too
much complexity. The design and corresponding verification activities run the
risk of running out-of-control or acquiring an informal partitioning that guides
the work without proper control or visibility. A level of design with too few
subordinate entities likely does not have distinct design activity, and both
design and verification activities contain redundancy.

10
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Figure 2-1 Hierarchy Within a System9

The depth and nomenclature of the hierarchy can and should be adjusted to fit
the complexity of the system. Systems elements, for example, are commonly
referred to as sub-systems, assemblies, components, parts, etc. at
progressively lower-levels of the system hierarchy. In the complex Apollo
program, NASA added a “Module Level” in the hierarchy to breakout the
Command Module, Lunar Module, etc. of the Space Vehicle Element. In
Information Systems, elements might include computers, networks, printers,
data storage, and personnel. Simple systems typically have fewer levels in the
hierarchy than complex systems.

2.5 Systems of Systems

“Systems-of-Systems” (SoS) are systems-of-interest whose system elements are
themselves systems; typically these entail large-scale inter-disciplinary
problems involving multiple, heterogeneous, distributed systems. These
interoperating collections of component systems usually produce results
unachievable by the individual systems alone.°

Figure 2-2 illustrates these concepts. The Global Positioning System (GPS),
which is an integral part of the navigation system on board an aircraft, is a
system in its own right rivaling the complexity of the air transportation system.
Another characteristic of SoS is that the component systems may be part of
other unrelated systems. For instance, the GPS may be an integral part of
automobile navigation systems.

11
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Figure 2-2 Example of the multitude of perceivable systems of interest in an aircraft
and its environment of operation within a Transport system of Systems11

Not all SoS involve an environment as complex as the air transportation
system. A digital camera may seem simple, but it is an SoS with rigidly
controlled interfaces. Multiple camera bodies, from simple fixed focus digital
cameras to sophisticated single lens reflex cameras, have a common interface
to digital memory cards. The full single-lens reflex camera system has many
different models of camera bodies, which interface with 50 or more lens
systems and multiple flash units. To be a commercial success, these simple to
sophisticated camera systems are designed to conform to external interfaces
for standard commercial batteries, compact flash memory cards, interface
cables, computers, and printer software, as illustrated in Figure 2-3. In the
context of an SoS, systems are enclosed in the white boxes, system elements
are displayed in the gray area.
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Figure 2-3 Digital Camera and Printer System of Systems12
The following challenges all influence the development of systems of systems:

1. System elements operate independently. — Each system in an SoS is
likely to be operational in its own right.

2. System elements have different life cycles. — An SoS involves more than
one system element. Some of the system elements are possibly in their
development life cycle while others are already deployed as
operational. In extreme cases, older systems elements in an SoS might
be scheduled for disposal before newer system elements are deployed.

3. The initial requirements are likely to be ambiguous. — The requirements
for an SoS can be very explicit for deployed system elements. But for
system elements that are still in the Development Stage, the
requirements are usually no more explicit than the system element
requirements. Requirements for an SoS mature as the system elements
mature.
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4. Complexity is a major issue. — As system elements are added, the
complexity of system interaction grows in a non-linear fashion.
Furthermore, conflicting or missing interface standards can make it
hard to define data exchanges across system element interfaces.

5. Management can overshadow engineering. — Since each system
element has its own product/project office, the coordination of
requirements, budget constraints, schedules, interfaces, and
technology upgrades further complicate the development of an SoS.

6. Fuzzy boundaries cause confusion. — Unless someone defines and
controls the scope of an SoS and manages the boundaries of system
elements, no one controls the definition of the external interfaces.

7. SoS engineering is never finished. — Even after all system elements of an
SoS are deployed, product/project management must continue to
account for changes in the various system element life cycles, such as
new technologies that impact one or more system elements, and
normal system replacement due to pre-planned product improvement.

Part of the systems engineer’s job in an SoS environment is to be aware of and
mitigate the risk of each of these seven challenges. Focus is placed on
controlling the interfaces between system elements and external systems. It is
especially important to ensure that the interfaces are still operational when an
older component system is replaced with a newer version. Verification and
validation (V&V) processes play a critical role in such transitions.

2.6 Use of Systems Engineering

It can be readily inferred from the nature of the earliest projects that the SE
discipline emerged as an effective way to manage complexity and change. As
both complexity and change continue to escalate in our products, services, and
society, reducing the risk associated with new systems or modifications to
complex systems continues to be a primary goal of the systems engineer. This
is illustrated in Figure 2-4. The percentages along the time line represent the
actual life-cycle cost (LCC) accrued over time based on a statistical analysis
performed on projects in the U.S. Department of Defense (DOD) as reported by
the Defense Acquisition University. As shown, the Concept Stage of a new
system averages 8% of the total LCC. The curve for committed costs represents
the amount of LCC committed by project decisions and indicates that when
20% of the actual cost has been accrued, 80% of the total LCC has already been
determined. The diagonal arrow under the curve reminds us that errors are less
expensive to remove early in the life cycle.

14
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

£ —>95%
E 100% | Committed Costs

% —85%

£ 90% l

©

® sou 500-1000X
2 70% -

S 70% Oeﬁﬁc'

2 @ 20-100X

S 60% A

o ogg\" Prod/Test
:§ 50% ¢

A 3-6X

g 40%

k=

g 30%

= Develop

O 20%—

[:H]

2

& 0%

=

E o%

(3 Time

Figure 2-4 Committed Life-cycle Cost against Time"

Figure 2-4 also demonstrates the consequences of making early decisions
without the benefit of good information and analysis. SE extends the effort
performed in concept exploration and design to exceed the percentages shown
in the cumulative committed cost curve and reduce the risk of hasty
commitments without adequate study. Though shown as linear, the execution
of the various life-cycle stages associated with modern product development is,
in actual application, recursive. Nonetheless, the consequences of ill-formed
decisions throughout the life cycle are the same.

Another factor driving the need for SE is that the time from prototype to
significant market penetration of a new product has dropped by more than a
factor of four in the past 50 years (see Figure 2-5). Complexity has an impact on
innovation. Few new products represent the big-bang introduction of new
invention; rather, most products and services in today’s market are the result
of incremental improvement. This means that the life cycle of today’s products
and services is longer and subject to increasing uncertainty. A well-defined SE
process becomes critical to establishing and maintaining a competitive edge in
the 21st century.
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The message is that the development of technology has accelerated over the
past 100 years. This is illustrated in summary Figure 2-6 below. In the last
century, in this sample of products, the time it took to achieve 25% market
penetration was reduced from about 50 to below 12 years. On average,
development from prototype to 25% market penetration went from 44 years to

17 years.

16

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2

October 2011
Products developed Products developed Products developed
from 1876 to 1905 took from 1925 to 1960 took after 1975 took
on average 44 years to on average 30 years to on average 17 years to

penetrate 25% of the market. penetrate 25% of the market.

penetrate 25% of the market.

X 60 I B i
Q v Car :
— 1
- ' Radio
g 50 :
S ' '
£ ' .

I @ TAlArhANGDS 0000 s e e e ===
f—"_), 40 : Telepho :
2 : :
© ! K i
£ 30 : ' . Microwave
g - : : i e ;
3 o / nternet !
2 5 Electricity __ _ _ 2 Television N "
S - Mobile
(@] 1
- 1 Phone
=i 10 Personal "
s Computer )
— 1
E o rean

1860 1880 1900 1920 1940 1960 1980 2000
Date that a prototype was developed

Figure 2-6 Technology acceleration over the past 140 years

2.7 Value of Systems Engineering

A study researching the return on investment from using SE was conducted by
the INCOSE Systems Engineering Center of Excellence (SECOE) beginning in
2001. The results uncovered an inverse correlation between cost and schedule
overruns and the amount of SE effort applied to a project or development
activity.

Cost and schedule overruns on the reported projects are illustrated in Figure
2-7. The following effects are apparent:

Cost

e Cost overrun lessens with increasing SE effort and appears to minimize
at something greater than 10% SE effort.
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e Variance in the cost overrun also lessens with increasing SE effort. At
low SE effort, a project has difficulty predicting its overrun, which may
be between 0% (actual = planned) and 200% (actual = 3 x planned). At
12% SE effort, the project cost is more predictable, falling between
minus 20% (actual = 0.80 x planned) and 41% (actual = 1.41 x
planned). The dashed lines are the 90th percentile when assuming a
normal distribution.

Schedule

e Schedule overrun lessens with increasing SE effort and appears to
minimize at something greater than 10% SE effort, although few data
points exist to support a reliable calculation. The solid line is the least-
squares trend line for a second order curve.

e Variance in the schedule overrun also lessens with increasing SE effort.
At low SE effort, a project has difficulty predicting its overrun, which
may be between minus 35% (actual = 0.65 x planned) and 300%
(actual = 4 x planned). At 12% SE effort, the project schedule is more
predictable, falling between minus 22% (actual = 0.78 x planned) and
22% (actual = 1.22 x planned). The dashed lines are the 90th percentile
when assuming a normal distribution.
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Figure 2-7 Cost and schedule overruns correlated with SE effort”

Additional work is underway to collect more data about the value of applying
SE to a project. These initial results indicate that SE effort can be a positive
factor in controlling cost and schedule overruns and reducing the uncertainty
of project execution.

2.8 An Allegorical Tale

A senior systems engineer at a major U.S. company visited all of the divisions
with the goal of increasing the use of good system engineering practices. His
message included all the things that SE can/should do in commercializing
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products. His message also included a strong bias towards planning and
documentation. Over a period of months he visited with Division Managers,
Chief Engineers, Program Managers, and Senior Engineers. He returned
completely depleted of his enthusiasm. The problem was that the message was
totally rejected because it was interpreted as useless, non-value added work or
way beyond anything the company could afford to do from a time and dollars
perspective. Sometime later, another senior systems engineer visited many of
the same people with the same purpose but a different message. The message
the second engineer delivered was that big gains could be made by focusing on
the most important customer needs and using a select group of synergistic
system engineering tools/practices to fill those needs. This time the message
was well received.

The lesson: “Systems engineering is a multi-disciplinary effort that involves
both the technical effort and technical project management aspects of a
project. Organizations seeking to incorporate the benefits of processes outlined
in ISO/IEC 15288:2008 will remember that application of those processes, and
the enablers discussed in this handbook, requires vision and practical
application of the principles.”*®
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3 Generic Life-Cycle Stages

3.1 Introduction

Every man-made system has a life cycle, even if it is not formally defined. In
keeping with increased awareness of environmental issues, the life cycle for
any system-of-interest must encompass not only the development, production,
and Utilization Stages but also provide early focus on the Retirement Stage
when decommissioning and disposal of the system will occur.

The role of the systems engineer encompasses the entire life cycle for the
system-of-interest. Systems engineers orchestrate the development of a
solution from requirements determination through operations and system
retirement by assuring that domain experts are properly involved, that all
advantageous opportunities are pursued, and that all significant risks are
identified and mitigated. The systems engineer works closely with the project
manager in tailoring the generic life cycle, including key decision gates, to meet
the needs of their specific project. Per ISO/IEC 15288:2008:

5.2.2 — Life cycles vary according to the nature, purpose, use and
prevailing circumstances of the system. Each stage has a distinct
purpose and contribution to the whole life cycle and is conserved when
planning and executing the system life cycle. ... The stages thus provide
organizations with a framework within which organization
management has high-level visibility and control of project and
Technical Processes."

6.2.1.3 (a)(5) NOTE — The life cycle processes and activities are selected,
tailored as appropriate and employed in a stage to fulfill the purpose
and outcomes of that stage.’

The purpose in defining the system life cycle is to establish a framework for
meeting the stakeholders’ needs in an orderly and efficient manner. This is
usually done by defining life-cycle stages and using decision gates to determine
readiness to move from one stage to the next. Skipping stages and eliminating
“time consuming” decision gates can greatly increase the risks (cost and
schedule) and may adversely affect the technical development as well by
reducing the level of the SE effort, as discussed in Section 2.6.

Systems engineering tasks are usually concentrated at the beginning of the life
cycle, but both commercial and government organizations recognize the need
for SE throughout the systems life span, often to modify or change a system
product or service after it enters production or is placed in operation.
Subsequently, SE is an important part of all life cycle stages. During Operations
and Support (O&S) stages, for example, SE executes performance analysis,
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interface  monitoring, failure analysis, logistics analysis, tracking, and
management, etc. that is essential to ongoing support of the system.

3.2 Life Cycle Characteristics

3.2.1 Three Aspects of the Life Cycle

Every system life cycle consists of the business aspect (business case), the
budget aspect (funding), and the technical aspect (product). The systems
engineer creates technical solutions that are consistent with the business case
and the funding constraints. System integrity requires that these three aspects
are in balance and given equal emphasis at all decision gate reviews. For
example, when Motorola’s Iridium project started in the late 1980s, the
concept of satellite-based mobile phones was a breakthrough and would
clearly capture a significant market share. Over the next dozen years, the
technical reviews ensured a highly successful technical solution. In fact, in the
first decade of the 21st century, the Iridium project is proving to be a good
business venture for all except for the original team who had to sell all the
assets—at about two percent of their investment—through the bankruptcy
court. The original team lost sight of the competition and changing consumer
patterns that substantially altered the original business case. Figure 3-1
highlights two critical parameters that engineers sometimes lose sight of: time
to break even (indicated by the circle) and Return on Investment (indicated by
the lower curve).
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Figure 3-1 Generic business Life-cycle3

3.2.2 Decision Gates

Decision gates, also known as control gates, are often called “Milestones” or
“Reviews.” A decision gate is an approval event in the project cycle, sufficiently
important to be defined and included in the schedule by the project manager,
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executive management, or the customer. Entry and exit criteria are established
for each gate at the time they are included into the project management
baseline. Decision gates ensure that new activities are not pursued until the
previously scheduled activities, on which new activities depend, are
satisfactorily completed and placed under configuration control. Proceeding
beyond the Decision Gate before the project is ready entails risk. The project
manager may decide to accept that risk, as is done, for instance, with long-lead
item procurement.

All decision gates are both reviews and milestones; however, not all reviews
and milestones are decision gates. Decision gates address the following
questions:

e Does the project deliverable still satisfy the business case?
e Isit affordable?

e (Can it be delivered when needed?

Decision gates represent major decision points in the system life cycle. The
primary objectives of decision gates are to:

e  Ensure that the elaboration of the business and technical baselines are
acceptable and will lead to satisfactory V&V

e Ensure that the next step is achievable and the risk of proceeding is
acceptable

e Continue to foster buyer and seller teamwork

e Synchronize project activities.

There are at least two decision gates in any project: authority to proceed and
final acceptance of the project deliverable. The project team needs to decide
which life-cycle stages are appropriate for their project and which decision
gates beyond the basic two are needed. Each decision must have a beneficial
purpose; “pro-forma” reviews waste everyone’s time. Even in Agile
Development frequent interaction with the customer may minimize, but not
eliminate, the need for decision gates. The consequences of conducting a
superficial review, omitting a critical discipline, or skipping a decision gate
altogether are usually long-term and costly.

The project business case issues of market demand, affordability, and realistic
schedules are important decision criteria influencing concept selection, and
they should be updated and evaluated at every decision gate. Inadequate
checks along the way can set up subsequent failures — usually a major factor in
cost over-runs and delays. At each gate the decision options are:
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e Acceptable — Proceed with the next stage of the project
e Acceptable with reservations — Proceed and respond to action items

e Unacceptable: Do not proceed — Continue this stage and repeat the
review when ready

e Unacceptable: Return to a preceding stage
e Unacceptable: Put a hold on project activity

e Unsalvageable: Terminate the project.

Upon successful completion of a decision gate, some artifacts (e.g., documents,
models, or other products of a project cycle stage) have been approved as the
basis upon which future work must build. If the project is large or long enough,
or entails high risk, these artifacts are placed under configuration management.

Decision gate descriptions should identify the:

e  Purpose of the decision gate

e Host and chairperson

e Attendees

e Location

e Agenda and how the decision gate is to be conducted
e Evidence to be evaluated

e Actions resulting from the decision gate

e Method of closing the review.

Decision gate approval follows review by qualified experts and involved
stakeholders and is based on hard evidence of compliance to the criteria of the
review. One of the underlying principles for the Agile Development and
extreme programming movements is to substantially reduce (but not
eliminate) the frequency and elaborate (and they would claim pro-forma)
content of decision gates for software development. Balancing the formality
and frequency of decision gates is seen as a critical success factor for all SE
process areas. On large or lengthy projects, decisions and their rationale are
maintained using an Information Management Process.

3.3 Life-Cycle Stages
ISO/IEC 15288:2008 states:

5.2.1 — Every system has a life cycle. ... A system progresses through its
life cycle as the result of actions, performed and managed by people in
organizations, using processes for execution of these actions.*

24
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

6.2.1.3 (a)(5) NOTE — The life cycle model comprises one or more stage
models, as needed. It is assembled as a sequence of stages that may
overlap and/or iterate, as appropriate for the system-of-interest's
scope, magnitude, complexity, changing needs and opportunities.

The detailed SE processes applied during the life cycle model stages are
tailored and expressed in terms of the ISO/IEC 15288:2008 processes and their
outcomes, relationships, and sequence. Table 3-1 lists seven generic life-cycle
stages. The purpose of each is briefly identified in the table, and the options
from decision gates events are indicated. Note that stages can overlap, and the
utilization and Support Stages run in parallel. Note also that the outcome
possibilities for decision gates are the same for all decision gates, from the first
in the concept review to the last in the Retirement Stage.

Table 3-1 Generic life-cycle stages, their purposes, and decision gate options6

LIFE-CYCLE STAGES PURPOSE DECISION GATES

EXPLORATORY Identify stakeholders’ needs
RESEARCH Explore ideas and technologies

Refine stakeholders’ needs
CONCEPT Explore feasible concepts Decision Options

Propose viable solutions — Proceed with next stage

. . — Proceed and respond to
Refine system requirements S
action items

Create solution description , .
DEVELOPMENT ) — Continue this stage

Build system .

. d valid — Return to preceding

Verify and validate system stage

Produce systems — Put a hold on project
PRODUCTION . .

Inspect and verify activity

) B — Terminate project.

UTILIZATION Operate system to satisfy users’ needs
SUPPORT Provide sustained system capability
RETIREMENT Store, archive, or dispose of the system

Subsequent chapters of this handbook will define processes and activities to
meet the objectives of these life-cycle stages. Because of the iterative nature of
SE, specific processes are not aligned to individual life cycle stages. Rather, the
entire set of SE processes is considered and applied at each stage of life cycle
development as appropriate to the scope and complexity of the project. Figure
3-2 shows the estimated level of effort for SE processes as they are applied
across the life cycle of a project.
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Figure 3-2 SE level of effort across life-cycle stages7

Figure 3-3 compares the generic life-cycle stages to other life-cycle viewpoints.
For example, the Concept Stage is aligned with the commercial project’s Study
Period and with the Pre-systems Acquisition and the Project Planning Period in
the U.S. Departments of Defense and Energy, respectively. Typical decision
gates are presented in the bottom line.
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Figure 3-3 Comparisons of life-cycle models®
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Various life-cycle models, such as the waterfall, spiral, Vee, and Agile
Development models, are useful in defining the start, stop, and process
activities appropriate to the life-cycle stages. The Vee model (see Figure 3-4) is
used to visualize the system engineering focus, particularly during the Concept
and Development Stages. The Vee highlights the need to define verification
plans during requirements development, the need for continuous validation
with the stakeholders, and the importance of continuous risk and opportunity
assessment.

System Development I
Solution/System
l Integration, ¥erification, & Validation Planning l/l/ Realization

Upper Level Upper Lavel
System Element Integration, verification, & Validation Planning ) System Element

Development Realization

. ~
LV&VPlanning >
>

Lower Level Lawer Level
System Element System Element
Development Realization

Figure 3-4 Vee model’

The Vee model provides a useful illustration of the SE activities during the life-
cycle stages. In the Vee model, time and system maturity proceed from left to
right. The core of the Vee (i.e., those products that have been placed under
configuration control) depicts the evolving baseline from user requirements
agreement to identification of a system concept to definition of elements that
will comprise the final system. With time moving to the right, the evolving
baseline defines the left side of the core of the Vee, as shown in the shaded
portion of Figure 3-5.

As entities are constructed, verified and integrated, the right side of the core of
the Vee is executed. Since one can never go backward in time, all iterations in
the Vee are performed on the vertical “time now” line. Upward iterations
involve the stakeholders and are the in-process validation activities that ensure
that the proposed baselines are acceptable. The downward vertical iterations
are the essential off-core opportunity and risk management investigations and
actions. In each stage of the system life cycle, the SE processes iterate to
ensure that a concept or design is feasible and that the stakeholders remain
supportive of the solution as it evolves.
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Figure 3-5 Left side of the Vee model™

3.3.1 Exploratory Research Stage

Many industries employ an Exploratory Research Stage to study new ideas or
enabling technologies and capabilities, which then mature into the initiation of
a new project (system-of-interest). A great deal of creative SE is done in this
stage, and the systems engineer leading these studies is likely to follow a new
idea into the Concept Stage, perhaps as project champion. Often the
Exploratory Research activities identify the enabling technologies. As discussed
in Chapter 2, if the work is done properly in early stages of the life cycle, it is
possible to avoid recalls, and rework in later stages.

Many life cycle models show the process beginning with “Requirements” or
“User Requirements.” In fact, the process begins earlier with interactions and
studies to understand user needs. It is critical that in these early studies a
reference architecture and design be created and explored to whatever depth
is necessary to identify technological risks and to assess the Technology
Readiness Level of the project. In some instances, the project may be an
outgrowth of research activities where the research engineer or scientist has
no connection to a user-supported need.'* The reference architecture and
enabling technologies need to be identified early, and issues arising from the
studies need to be addressed during the system Development Stage.*

The reference architecture will also be used to generate early cost and
schedule projections for the project if it moves ahead. The first directive from
the customer in the Exploratory Research Stage is to clearly identify user needs,
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and, while avoiding any design work, to provide an estimate of the cost and
schedule for the full-scale development. Incomplete SE in this stage can lead to
poor cost and schedule projections, which in turn can lead to project support
issues as the real project cost and schedule become known during
development. For example, the Mars Science Laboratory Rover, scheduled for
launch in 2009, had to be “delayed because of technical glitches.” This resulted
in missing the launch window, causing a two-year delay and a 35% cost growth
over the approved development costs. Program critics, however, claimed a
400% cost growth based on the early concept studies, and they threatened the
project with cancellation as a result.”

The reference architecture is a starting point, not an end point, as the project
moves into the Concept Stage (see Section 3.3.2). The reference architecture is
not put under configuration control, and the key output from the Exploratory
Research Stage is a clearer understanding of the user needs, an assessment of
the Technology Readiness to move to the next stage, and a rough estimate of
the project cost and schedule requirements to first article delivery.

3.3.2 Concept Stage

The Concept Stage is a refinement and broadening of the studies, experiments,
and engineering models pursued during the Exploratory Research Stage. The
processes described in this handbook are requirements-driven, as opposed to
product-driven. Thus, the first step is to identify, clarify, and document
stakeholders’ requirements. If there was no Exploratory Research stage, that
effort is done here.

During the Concept Stage, the team begins in-depth studies that evaluate
multiple candidate concepts and eventually provide a substantiated
justification for the system concept that is selected. As part of this evaluation,
mockups may be built (for hardware) or coded (for software), engineering
models and simulations may be executed, and prototypes of critical elements
may be built and tested. Prototypes are helpful to verify the feasibility of
concepts, to aid the understanding of user needs, and to explore risks and
opportunities. These studies expand the risk and opportunity evaluation to
include affordability assessment, environmental impact, failure modes, hazard
analysis, technical obsolescence, and system disposal. The systems engineer
facilitates these analyses by coordinating the activities of engineers from many
disciplines. Key objectives are to provide confidence that the business case is
sound and the proposed solutions are achievable.

The Concept Stage includes system, element, and key subsystem-level concept
and architecture definition, as well as integration, verification, and validation
(IV&V) planning. Early validation efforts align requirements with stakeholder
expectations. The systems capabilities specified by the stakeholders will be met
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by the combination of system elements. Problems identified for individual
hardware parts or software modules should be addressed early to minimize the
risk that, when these entities are finally designed and verified, they fall short of
the required functionality or performance.

Many projects are driven by eager project champions who want “to get on with
it.” They succumb to the temptation to cut short the Concept Stage, and they
use exaggerated projections to support starting detailed design without
adequate understanding of the challenges involved, as comically illustrated in
Figure 3-6. Many commissions reviewing failed systems after the fact have
identified insufficient or superficial study in the Concept Stage as a root cause
of failure.

WALLY, WE DON'T HAVE I WANT YOU TO START
TIME TO GATHER THE DESIGNING THE
PRODUCT REQUIRE- PRODUCT ANYWAY.
MENTS AHEAD OF OTHERWISE IT WILL
TIME. LOOK LIKE WE AREN'T
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Copyright 2 1997 United Feature Syndicate, Inc.
Redistribution in whole or in part orohibited
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5.\~¢,‘q 7 € 1097 United Feature Syadicate. ing

Figure 3-6 Importance of the Concept Stage14

3.3.3 Development Stage

The Development Stage includes detailed planning, development, and IV&V
activities. Figure 3-7 illustrates the evolving baseline as system elements are
integrated and verified. A source of additional information about IV&V and the
significance for project cost and risk when these activities are optimized was
the subject of the European Union SysTest"® program.

Per ISO/IEC 15288:2008:

“5.2.2 — Organizations employ stages differently to satisfy contrasting
business and risk mitigation strategies. Using stages concurrently and in
different orders can lead to life cycle forms with distinctly different
characteristics.”"’
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Figure 3-7 Right side of the Vee Model®

A discussion of system life-cycle stages does not imply that the project should
follow a predetermined set of activities or processes unless they add value
toward achieving the final goal. Representations of stages tend to be linear in
graphical depictions, but this hides the true incremental and iterative nature of
the underlying processes. The approaches that follow imply full freedom to
choose a development model and are not restricted to a waterfall or other
plan-driven methods. For the Development Stage, as for all stages, the
organization will select the processes and activities that best suit the project
needs.

3.3.4 Production Stage

The Production Stage is where the system-of-interest is produced or
manufactured. Product modifications may be required to resolve production
problems, to reduce production costs, or to enhance product or system-of-
interest capabilities. Any of these may influence system requirements and may
require system re-verification or re-validation. All such changes require SE
assessment before changes are approved.

3.3.5 Utilization Stage

The Utilization Stage is where the system-of-interest is operated in its intended
environment to deliver its intended services. Product modifications are often
planned for introduction throughout the operation of the system. Such
upgrades enhance the capabilities of the system. These changes should be
assessed by systems engineers to ensure smooth integration with the
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operational system-of-interest. The corresponding technical process is the
Operations Process.

3.3.6 Support Stage

The Support Stage is where the system-of-interest is provided services that
enable continued operation. Modifications may be proposed to resolve
supportability problems, to reduce operational costs, or to extend the life of a
system. These changes require SE assessment to avoid loss of system
capabilities while under operation. The corresponding technical process is the
Maintenance Process.

3.3.7 Retirement Stage

The Retirement Stage is where the system-of-interest and its related services
are removed from operation. SE activities in this stage are primarily focused on
ensuring that disposal requirements are satisfied. In fact, planning for disposal
is part of the system definition during the Concept Stage. Experience in the
20th century repeatedly demonstrated the consequences when system
retirement and disposal are not considered from the outset. Early in the 21st
century, many countries have changed their laws to hold the creator of a
system-of-interest accountable for proper end-of-life disposal of the system.

3.4 Life Cycle Approaches

3.4.1 Plan-Driven Methods

The requirements/design/build/test/deploy paradigm is considered the
traditional way to build systems. On projects where it is necessary to
coordinate large teams of people working in multiple companies, plan-driven
approaches provide an underlying framework to provide discipline to the life
cycle processes. Plan-driven methods are characterized by a systematic
approach that adheres to specified processes as the system moves through a
series of representations from requirements through design to finished
product. Specific attention is given to the completeness of documentation,
traceability from requirements, and verification of each representation after
the fact.

The strengths of plan-driven methods are predictability, stability, repeatability,
and high assurance. Process improvement focuses on increasing process
capability through standardization, measurement, and control. These methods
rely on the “master plans” to anchor their processes and provide project-wide
communication. Historical data is usually carefully collected and maintained as
inputs to future planning to make projections more accurate.’

Safety-critical products, such as the Therac-25 medical equipment described in
Section 3.6.1, can only meet modern certification standards by following a
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thorough, documented set of plans and specification. Such standards mandate
strict adherence to process and specified documentation to achieve safety or
security. However, unprecedented projects or projects with a high rate of
unforeseeable change, predictability, and stability often degrade, and a project
may incur significant investment trying to keep documentation and plans up-
to-date.

3.4.2 Incremental and Iterative Development

Incremental and iterative development (IID) methods have been in use since
the 1960s."® They represent a practical and useful approach that allows a
project to provide an initial capability followed by successive deliveries to reach
the desired system-of-interest. The goal is to provide rapid value and
responsiveness. This approach is generally presented in opposition to the
perceived burden associated with using any process, including those defined in
this handbook.

The IID approach is used when the requirements are unclear from the
beginning or the customer wishes to hold the system-of-interest open to the
possibilities of inserting new technology. Based on an initial set of assumptions,
a candidate system-of-interest is developed and then assessed to determine if
it meets user needs or requirements. If not, another evolutionary round is
initiated, and the process is repeated until a system is delivered to satisfied
stakeholders or until the organization decides to terminate the effort.

Most literature agrees that 1ID methods are best applied to smaller, less
complex systems or to system elements. The focus is on flexibility and on
allowing selected events to be taken out of sequence when the risk is
acceptable. Tailoring in this way highlights the core activities of product
development.

The features that distinguish 1ID from the plan-driven approaches are velocity
and adaptability. While market strategies often emphasize that “time to
market” or speed is critical, a more appropriate criterion is “velocity,” which
considers direction in addition to speed. By incorporating the customer into the
working-level teams, the project receives continuous feedback that they are
going in a direction that satisfies the customer’s highest needs first. One
downside is that reactive project management with a customer that often
changes direction can result in an unstable, chaotic project. On one hand, this
approach avoids the loss of large investments in faulty assumptions; on the
other hand, emphasis on a tactical viewpoint may generate short-term or
localized solution optimizations.

[IDs may also be “plan-driven” in nature when the requirements are known
early in the life cycle but the development of the functionality is performed
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incrementally to allow for the latest technology insertion or potential changes
in needs or requirements. A specific IID methodology called evolutionary
development® is common in research and development (R&D) environments.
Figure 3-8 illustrates how this approach was used in the evolution of the tiles
for the NASA Space Shuttle.™

Incremental/Linear and Evolutionary Development System Accept

. . . . System TRR & Deli
System PDR Single or Multiple Deliveries ystem ehver

Incre
Incre 1 142
Verif. & INCre Verif. &
Possible 1*2 Possible
Delivery TRR Delivery
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Integrate
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Increment 1 PDR

Version 1 Version 2 Versio

Incregfient 3
Evolutionary
Development

Code, Fab. Assemble

Figure 3-8 IID and Evolutionary Development21

3.4.3 Lean Development®

Systems engineering is regarded as an established, sound practice, but not
always delivered effectively. Recent U.S. Government Accountability Office
(GAO) and NASA studies of space systems*?>**>*® document major budget and
schedule overruns. Similarly, recent studies by the MIT-based Lean
Advancement Initiative (LAI)*"***** have identified a significant amount of
waste in government programs, reaching 70 percent of charged time. Most
programs are burdened with some form of waste: poor coordination, unstable
requirements, quality problems, and management frustration. This waste
represents a vast productivity reserve in programs and major opportunities to
improve program efficiency.

Lean Development and the broader methodology of Lean Thinking have their
roots in the Toyota “Just-In-Time” philosophy, which aims at “producing quality
products efficiently through the complete elimination of waste, inconsistencies,
and unreasonable requirements on the production line.”*' Lean SE is the
application of Lean Thinking to SE and related aspects of organization and
project management. SE is focused on the discipline that enables flawless
development of complex technical systems. Lean Thinking is a holistic paradigm
that focuses on delivering maximum value to the customer and minimizing
wasteful practices. Lean Thinking has been successfully applied in
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manufacturing, aircraft depots, administration, supply chain management,
healthcare, and product development, including engineering.

Lean SE (LSE)'is the area of synergy between Lean Thinking and SE, with the
goal to deliver the best life-cycle value for technically complex systems with
minimal waste. Lean SE does not mean /ess SE. It means more and better SE
with higher responsibility, authority, and accountability, leading to better,
waste-free workflow with increased mission assurance. Under the Lean SE
philosophy, mission assurance is non-negotiable, and any task that is
legitimately required for success must be included, but it should be well-
planned and executed with minimal waste.

Lean Thinking: "Lean thinking is the dynamic, knowledge-driven, and
customer-focused process through which all people in a defined enterprise
continuously eliminate waste with the goal of creating value."*

Lean Systems Engineering: The application of lean principles, practices and
tools to SE to enhance the delivery of value to the system's stakeholders.

Three concepts are fundamental to the understanding of Lean Thinking: value,
waste, and the process of creating value without waste (also known as Lean
Principles).

3.4.3.1 Value

The value proposition in engineering programs is often a multi-year, complex,
and expensive Acquisition Process involving thousands of stakeholders and
resulting in hundreds or even thousands of requirements, which, notoriously,
are rarely stable (even at the Request for Proposal [RFP] stage). In Lean SE,
“value” is defined simply as mission assurance (i.e., the delivery of a flawless
complex system, with flawless technical performance, during the product or
mission development life cycle) and satisfying the customer and all other
stakeholders, which implies completion with minimal waste, minimal cost, and
the shortest possible schedule.

The early use of the term LSE is sometimes met with concern that this might be a “re-packaged
faster, better, cheaper” initiative, leading to cuts in SE at a time when the profession is struggling
to increase the level and quality of SE effort in programs. The definitions provided herein should
dispel those concerns and expose proper Lean Thinking.
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"Value is a measure of worth (e.g., benefit divided by cost) of a specific
product or service by a customer, and potentially other stakeholders and is a
function of (1) the product's usefulness in satisfying a customer need, (2) the
relative importance of the need being satisfied, (3) the availability of the
product relative to when it is needed, and (4) the cost of ownership to the
customer."?®

3.4.3.2 Waste in Product Development

The LAl classifies waste into seven categories: Over-Processing, Waiting,
Unnecessary Movement, Over-Production, Transportation, Inventory, and
Defects.®

Waste: "The work element that adds no value to the product or service in
the eyes of the customer. Waste only adds cost and time."**

When applying Lean Thinking to SE and project planning, consider each waste
category and identify areas of wasteful practice. The following illustrates some
waste considerations for SE practice in each of the LAl waste classifications.*

1. Over-Processing — Processing more than necessary to produce the
desired output. Consider how projects "over do it" and expend more
time and energy than needed:

e Too many hands on the “stuff” (material or information)
e Unnecessary serial production
e  Excessive/ custom formatting or reformatting

e  Excessive refinement, beyond what is needed for Value.

2. Waiting — Waiting for material or information, or information or
material waiting to be processed. Consider "things" that projects
might be waiting for to complete a task:

e Late delivery of material or information
e Delivery too early — leading to eventual rework.

3. Unnecessary Movement — Moving people (or people moving) to access
or process material or information. Consider any unnecessary motion
in the conduct of the task:

e Lack of direct access — time spent finding what you need

¢ Manual intervention.
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4. Over-Production — Creating too much material or information.
Consider how more "stuff" (i.e., material or information) is created
than needed:

e Creating unnecessary data and information

e Information over-dissemination; pushing data.

5. Transportation — Moving material or information. Consider how
projects move "stuff" from place to place:

e Unnecessary hand-offs between people
e Shipping “stuff” (pushing) when not needed

* Incompatible communication — lost transportation through
communication failures.

6. Inventory — Maintaining more material or information than is needed.
Consider how projects stockpile information or materials:

e Too much “stuff” built-up
e Complicated retrieval of needed “stuff”

e Qutdated, obsolete information.

7. Defects — Errors or mistakes causing the effort to be redone to correct
the problem. Consider how projects go back and do it again:

e Lack of adequate review, verification, or validation

e Wrong or poor information.

3.4.3.3 Lean Principles

Womack® captured the process of creating value without waste into six Lean
principles.” The principles are abbreviated as Value, Value Stream, Flow, Pull,
Perfection, and Respect-for-People (see Figure 3-9), and are defined in detail
below.

When applying Lean Thinking to SE and project planning, evaluate project
plans, engineering processes, and organization behaviors using the Lean
Principles. Consider how the customer defines value in the products and
processes, then describe the value stream for creating products and processes,
optimize flow through that value stream and eliminate waste, encourage pull
from that value stream, and strive to perfect the value stream to maximize
value to the customer. These activities should all be conducted within a
foundation of respect for customers, stakeholders, and project team members.

" The original formulation had five principles; the sixth (the Respect-for-People Principle) was
added at a later time.
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Figure 3-9 Lean Development Principles

In 2009, the INCOSE Lean SE Working Group released a new online product
entitled Lean Enablers for Systems Engineering (LEfSE), Version 1.0. It is a
collection of 194 practices and recommendations formulated as “do’s” and
“don’ts” of SE based on Lean Thinking. The practices cover a large spectrum of
SE and other relevant enterprise management practices, with a general focus
on improving program value and stakeholder satisfaction and reducing waste,
delays, cost overruns, and frustrations. LEfSE are currently listed as 147
practices (referred to as subenablers) organized under 47 non-actionable
topical headings called Enablers, and grouped into the six Lean Principles
described below. The full text of the LEfSE is too long for the present text;
therefore, only a brief summary is given herein. The full text is available
online.®

e Under the Value Principle, subenablers promote a robust process of
establishing the value of the end-product or system to the customer
with crystal clarity early in the program. The process should be
customer-focused, involving the customer frequently and aligning
employees accordingly.

e The subenablers under the Value Stream Principle emphasize waste-
preventing measures, solid preparation of the personnel and
processes for subsequent efficient workflow and healthy relationships
between stakeholders (e.g., customer, contractor, suppliers, and
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employees); detailed program planning; frontloading; and use of
leading indicators and quality measures. Systems engineers should
prepare for and plan all end-to-end linked actions and processes
necessary to realize streamlined value, after eliminating waste.

e The Flow Principle lists subenablers that promote the uninterrupted
flow of robust quality work and first-time right products and
processes; steady competence instead of hero behavior in crises;
excellent communication and coordination; concurrency; frequent
clarification of the requirements; and making program progress visible
to all.

e The subenablers listed under the Pull Principle are a powerful guard
against the waste of rework and overproduction. They promote
pulling tasks and outputs based on customer need (including rejecting
others as waste) and better coordination between the pairs of
employees handling any transaction before their work begins so that
the result can be first-time right.

e The Perfection Principle promotes excellence in the SE and
organization processes; the use of the wealth of lessons learned from
previous programs in the current program; the development of
perfect collaboration policy across people and processes; and driving
out waste through standardization and continuous improvement. A
category of these subenablers calls for a more important role of
systems engineers, with responsibility, accountability and authority for
the overall technical success of the program.

e Finally, the Respect-for-People Principle contains subenablers that
promote the enterprise culture of trust, openness, honesty, respect,
empowerment, cooperation, teamwork, synergy, and good
communication and coordination, and enable people for excellence.

The LEfSE were developed by 14 experienced INCOSE practitioners organized
into two teams, including recognized industry leaders in Lean and System
Engineering, academia, and government (from the United States, United
Kingdom, and Israel), with cooperation from the 100-member strong
international INCOSE Lean SE Working Group. The product has been evaluated
by surveys and by comparisons with recent programmatic recommendations by
GAO and NASA.>**?>?® The surveys and comparisons indicate that the LEfSE,
while not widely used by industry, are regarded as important for program
success and are consistent with the GAO and NASA recommendations, though
significantly more detailed and comprehensive.
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The LEfSE are not intended to become a mandatory tool. Instead, they should
be used as a checklist of good, holistic practices. Some subenablers are
intended for top enterprise managers, some for programs, and others for line
employees. Some are more actionable than others, and some are easier to
implement than others. Some subenablers may require changes in company
policies and culture. Managers and individual employees should decide which
subenablers fit their needs and how to prioritize them for implementation.
However, employee awareness of even those least actionable and most
difficult to implement enablers should improve the thinking at work.

A comprehensive article on the history of Lean SE, the development process of
LEfSE, the full text of the enablers, the surveys, and industrial examples can be
found in “Lean Enablers for Systems Engineering,” publication by the Journal of
Systems Engineering in February 2011.> The INCOSE Lean SE Working Group
public website at http://www.incose.org/practice/techactivities/wg/leansewg/
contains a number of related, publically available products.

3.4.4 Agile Development®

The preceding discussions have emphasized the benefits of orderly, hierarchical
baseline progression followed by a corresponding verification sequence.
Recognizing that the development process may require more flexibility in some
circumstances, the Agile Development approach provides a tailoring
framework, based on opportunity to simplify control methods and to assess the
risks in so doing. The extent of tailoring is determined by whether the
opportunity to shorten the project cycle is worth the risk of doing development
steps out of sequence or in parallel.

The Agile Alliance (www.agilealliance.com) is dedicated to: developing iterative
and agile methods, seeking a faster and better approach to software and
system development, and challenging more traditional models. There are many
articles describing the agile concepts.’’ The key objective is flexibility, and
allowing selected events to be taken out of sequence (see Figure 3-10 and
Figure 3-11) when the risk is acceptable.
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Figure 3-10 Hierarchical Baseline Elaboration
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.

Figure 3-11 Non-hierarchical Baseline Elaboration

Similar to IID, Agile Development also distinguishes itself from conventional
approaches through velocity and adaptability. Agile Development is in-process
validation in action. By adopting the following seven key practices of agile SE
(expanded upon in Craig Larman’s, Applying UML and Patterns: An Introduction
to Object-Oriented Analysis and Design and Iterative Development)®, any
organization can improve its velocity to customer satisfaction.

1. The project team understands, respects, works, and behaves within a
defined SE process. The process is systemic in the organization and
implicit to the participants.
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The project is executed as fast as possible with minimum down time or
staff diversion during the project. Every opportunity is exercised to
move the project forward, especially for the critical path activities.

All key players are physically or electronically collocated. Other
contributors are available on-line 24x7.

There is a strong bias for automatically generated electronic
documentation. Engineers rely on their tools and their “Electronic
Engineering Notebooks” to record decision rationale. Artifacts for
operations and replication are done only if necessary—not to support
an existing bureaucracy or policy. Notebooks are team property and
are available to all.

Baseline management and change control is achieved by formal, oral
agreement based on “make a promise, keep a promise” discipline—
participants hold each other accountable. Decision gate agreements
are confirmed with a binding handshake. Formality relates to the
binding of the action not the amount of documentation.

Opportunity exploration and risk reduction are accomplished by
expert consultation and rapid model verification, coupled with close
customer collaboration. Software development is done in a rapid
development environment, while hardware is developed in a multi-
disciplined model shop. There is no resistance or inertia to securing
expert help; it is sought rather than resisted.

A culture of constructive confrontation pervades the project
organization. Issues are actively sought. Anyone can identify an issue
and pass it on to the most likely solver. No issue is left unresolved. The
team takes ownership for success; it is never “someone else’s
responsibility.”

Agile Development principles (adapted for SE) are as follows:>’

1.

The highest priority is to satisfy the customer through early and
continuous delivery of valuable software [and other system elements].

Welcome changing requirements, even late in development. Agile
processes harness change for the customer's competitive advantage.

Deliver working software [and other system elements] frequently,
from a couple of weeks to a couple of months, with a preference to
the shorter timescale.
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4. Business people and developers must work together daily throughout
the project.

5. Build projects around motivated individuals. Give them the
environment and support they need, and trust them to get the job
done.

6. The most efficient and effective method of conveying information to
and within a development team is face-to-face conversation.

7. Working software [and other system elements] is the primary measure
of progress.

8. Agile processes promote sustainable development. The sponsors,
developers, and users should be able to maintain a constant pace
indefinitely.

9. Continuous attention to technical excellence and good design
enhances agility.

10. Simplicity--the art of maximizing the amount of work not done--is
essential.

11. The best architectures, requirements, and designs emerge from self-
organizing teams.

12. At regular intervals, the team reflects on how to become more
effective, then tunes and adjusts its behavior accordingly.

3.5 What is Best for Your Organization?

Conway’s law™ suggests that ”organizations which design systems ... are
constrained to produce designs which are copies of the communication
structures of those organizations.” Systems thinking and systems engineering
help organizations avoid the pitfall of Conway’s law by ensuring that system
designs are appropriate to the problem being addressed. One of the earliest
books on SE management™ identified three simple criteria for such
organizations: facilitate communications, streamline controls, and simplify
paperwork. The way to effective SE management is not “in the direction of
formal, formidable, massive documentation. It does, however, reside in the
direction of creating a total environment which is conducive to the emergence
and effective utilization of creative and inventive talents oriented toward
achieving a system approach with a minimum of management
encumbrances.”*?
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Whenever someone (be it an individual or a company) wants to reach a desired
end, they must perform a series of actions or operations. Further, they must
consider the order of those actions, their dependencies, who will perform
them, what they require and what they will generate, how long it will take to
complete them, and what tools they will employ. Thus, individuals and
organizations follow processes, be they predefined or ad hoc. Because process
components (activities, products, agents, tools) and their interactions
(information  flow, artifacts flow, control, communication, timing,
dependencies, and concurrency) can vary, processes will differ—even if the
performing organizations have the same level, scope, and goal.

So why should an organization care about processes?”® In short, to better
understand, evaluate, control, learn, communicate, improve, predict, and
certify the work performed. For a given organizational level, the processes vary
with the project’s goals and available resources. At a high level, the company’s
business strategy determines the business approach, with the main goals of
time to market, minimum cost, or higher quality and customer satisfaction
setting the priorities. Similarly, the company’s size; the number, knowledge,
and experience of people** (both engineers and support personnel); and
hardware resources determine how to achieve those goals. The application
domain and the corresponding system requirements, together with other
constraints, form another important factor in defining and applying processes.

So what really is best for my organization? The answer is that it depends on the
situation. Depending on the perspective, different processes are defined for
entire organizations, teams, or individuals. A “one size fits all” approach does
not work when defining processes, thus organizations must continuously
document, define, measure, analyze, assess, compare, and change processes to
best meet project goals. One would hardly expect to find the same processes
used in a startup e-commerce company as in NASA. The intended goal shapes a
process in terms of scope (namely, the stages and activities covered) and
organizational level. In any case, the selected processes should help guide
people on what to do—how to divide and coordinate the work—and ensure
effective communication. Coordination and communication, for example, form
the main problems in large projects involving many people, especially in
distributed projects where people cannot communicate face to face.*

3.6 Introduction to Three Case Studies

Real-world examples that draw from diverse industries and types of systems
are provided throughout this handbook. Three case studies have been selected
to illustrate the diversity of systems to which SE principles and practices can be
applied; medical therapy equipment, a bridge, and a super-high-speed train.
They represent examples of failed, successful, and prototype systems that all
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define(d) the state-of-the-art. These studies may be categorized as medical,
infrastructure, and transportation applications; in the manufacturing and
construction industry domains; with and without software elements; complex;
and subject to scrutiny both in the development and Utilization Stages as all
have a need to be safe for humans and are constrained by government
regulations.

3.6.1 Case 1: Radiation Therapy; the Therac-25

Therac-25, a dual-mode medical linear accelerator (LINAC), was developed by
the medical division of Atomic Energy Commission Limited (AECL) of Canada,
starting in 1976. The completely computerized system became commercially
available in 1982. This new machine could be built at lower production cost,
resulting in lower prices for the customers. However, a series of tragic
accidents led to the recommended recall, and discontinuation of production of
the system.

The Therac-25 was a medical LINAC, or particle accelerator, capable of
increasing the energy of electrically charged atomic particles. LINACs accelerate
charged particles by introducing an electric field to produce particle beams
(i.e., radiation), which are then focused by magnets. Medical LINACs are used
to treat cancer patients by exposing malignant cells to radiation. Since
malignant tissues are more sensitive than normal tissues to radiation exposure,
a treatment plan can be developed that permits the absorption of an amount
of radiation that is fatal to tumors but causes relatively minor damage to
surrounding tissue.

Therac-25 was a revolutionary design compared to its predecessors, Therac-6
and Therac-20, both with exceptional safety records. It was based on a double-
pass concept that allowed a more powerful accelerator to be built into a
compact and versatile machine. AECL designed Therac-25 to fully utilize the
potential of software control. While Therac-6 and Therac-20 were built as
stand-alone machines and could be operated without a computer, Therac-25
depended on a tight integration of software and hardware. In the new, tightly
coupled system, AECL used software to monitor the state of the machine and
to ensure its proper operations and safety. Previous versions had included
independent circuits to monitor the status of the beam as well as hardware
interlocks that prevented the machine from delivering radiation doses that
were too high, or from performing any unsafe operation that could potentially
harm the patient. In Therac-25, AECL decided not to duplicate these hardware
interlocks since software already performed status checks and handled all the
malfunctions. This meant that the Therac-25 software had far more
responsibility for safety than the software in the previous models. If in the
course of treatment, the software detected a minor malfunction it would pause
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the treatment. In this case, the procedure could be restarted by pressing a
single “proceed” key. Only if a serious malfunction was detected was it
required to completely reset the treatment parameters to restart the machine.

Software for Therac-25 was developed from the Therac-20’s software, which
was developed from the Therac-6’s software. One programmer, over several
years, evolved the Therac-6 software into the Therac-25 software. A stand-
alone, real-time operating system was added along with application software
written in assembly language and tested as a part of the Therac-25 system
operation. In addition, significant adjustments had been made to simplify the
operator interface and minimize data entry, since initial operators complained
that it took too long to enter a treatment plan.

At the time of its introduction to market in 1982, Therac-25 was classified as a
Class Il medical device. Since the Therac-25 software was based on software
used in the earlier Therac-20 and Therac-6 models, Therac-25 was approved by
the Federal Drug Administration under Pre-Market Equivalency.

Six accidents involving enormous radiation overdoses to patients took place
between 1985 and 1987. Tragically, three of these accidents were the direct
cause of the death of the patient. This case is ranked in the top ten worst
software-related incidents on many lists. Details of the accidents and analysis
of the case is available from many sources.***"*®

3.6.2 Case 2: Joining Two Countries; the @resund Bridge

The @resund Region is composed of eastern Denmark and southern Sweden
and since 2000 is linked by the @resund Bridge. The area includes the two
major cities Copenhagen and Malmo, has a population of 3 million, and counts
as Europe’s eighth largest economic center. One fifth of the total Danish and
Swedish Gross National Product (GNP) is produced in the region. The official
name of the bridge is translated “the @resund Connection” to underscore the
full integration of the region. For the first time ever, Sweden is joined
permanently to the mainland of Europe by a 10-minute drive or train ride. The
cost for the entire @resund Connection construction was calculated at 30.1
billion DKK (3 billion USD), and the investment is expected to be paid back by
2035.

The @resund Bridge is the world’s largest composite structure, has the longest
cable-stayed bridge span in the world carrying motorway and railway traffic,
and boasts the highest freestanding pylons. The 7.9 km (5 mi) long bridge
crosses the international navigation route between the Baltic Sea and the
North Sea. A cable-stayed high bridge rises 57 m (160 feet) above the surface of
the sea, with a main span of 490 m (0.3 miles). Both the main span and the
approach bridges are constructed as a two-level composite steel-concrete
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structure. The upper deck carries a four-lane motorway, and the lower deck
carries a two-track railway for both passenger trains and freight trains. The rest
of the distance is spanned by the artificial island Peberholm (“Pepper” islet,
named to complement the Saltholm islet to the north) and a tunnel on the
Danish side that is the longest immersed concrete tunnel in the world. Since
completion, Peberholm has become a natural habitat for colonies of rare birds,
one of the largest of its kind in Denmark and Sweden.

Nations other than Denmark and Sweden also contributed to this project.
Canada provided a floating crane, aptly named Svanen (the swan), to carry
prefabricated bridge sections out to the site and place them into position.
Forty-nine steel girders for the approach bridges were fabricated in Cadiz,
Spain. A specially designed catamaran was built to handle transportation of the
foundations for the pylons, which weighed 19,000 tons each.

The project began with well-defined time, budget, and quality constraints. The
design evolved over more than seven years, from start to delivery of final
documentation and maintenance manuals. More than 4000 drawings were
produced. The consortium dealt with changes, as necessary, using a
combination of technical competence and stakeholder cooperation. Notably,
there were no disputes and no significant claims against the owners at the
conclusion, and this has been attributed to the spirit of partnership.

From the beginning, the owners defined comprehensive requirements and
provided definition drawings as part of the contract documents to ensure a
project result that not only fulfilled the quality requirements on materials and
workmanship, but also had the envisioned appearance. The contractor was
responsible for the detailed design and for delivering a quality-assured product
in accordance with the owners’ requirements. The following are representative
of the requirements levied at the start of the project:

e Schedule: Design life 100 years; Construction time Apr. 1996 - Apr.
2000

e Railway: Rail load UIC 71; Train speed 200 km/h
e Motorway: Road axle load 260 kN; Vehicle speed 120 km/h

e Ambient environment: Wind speed (10 min) 61 m/s; Wave height 2.5
m; Ice thickness 0.6 m; Temperature +/- 27°C

e  Ship impact: to pylons 560 MN; to girder 35 MN.

In addition to established requirements, this project crossed national
boundaries and was thereby subject to the legislations of each country.
Technical requirements were based on the Eurocodes, with project specific
amendments made to suit the national standards of both countries. Special
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safety regulations were set up for the working conditions, meeting the
individual safety standards of Denmark and Sweden.

The railway link introduced yet another challenge. In Denmark, the rail traffic is
right-handed, as on roadways, whereas the trains in Sweden pass on the left-
hand side. The connection needed to ensure a logical transition between the
two systems, including safety aspects. In addition, the railway power supply
differs between the two countries, thus it was necessary to develop a system
that could accommodate power supply for both railway systems and switch
between them on the fly.

The design of a major cable-stayed bridge with approach spans for both road
and railway traffic involves several disciplines, including but not limited to:
geotechnical engineering, aerodynamics, foundation engineering, wind tunnel
tests, design of piers and pylons, design of composite girders, design of cables
and anchorages, design of structural monitoring system, ship impact analysis,
earthquake analysis, analysis of shrinkage and creep of concrete, ice loads
analysis, fatigue analysis, pavement design, mechanical systems, electrical
systems, comfort analyses for railway passengers, traffic forecast, operation
and maintenance aspects, analysis of construction stages, risk analysis for
construction and operation, quality management, and environmental studies
and monitoring.

Comprehensive risk analyses were carried out in connection with the initial
planning studies, including specification of requirements to secure all safety
aspects. Important examples of the results of these studies for the @resund
Bridge were as follows:

e Navigation span was increased from 330 m to 490 m

e The navigation channel was realigned and deepened to reduce ship
groundings

e Pier protection islands were introduced to mitigate bridge/ship
accidents.

Risks were considered in a systematic way, using contemporary risk analysis
methods such as functional safety analyses using fault tree and “what if”
techniques. Three main issues were considered under the design-build
contract:

e General identification and assessment of construction risks
e Ship collision in connection with realignment of navigation channel

e Risks in connection with 5 years bridge operation by contractor.
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A fully quantified risk assessment of the human safety and traffic delay risks
was carried out for a comprehensive list of hazards, including: fire, explosion,
train collisions and derailments, road accidents, ship collisions and groundings,
aircraft collisions, environmental loads beyond design basis, and toxic spillages.
An example of a consequence of this analysis was the provision of passive fire
protection on the tunnel walls and ceilings.

Both Denmark and Sweden are proud of being among the cleanest industrial
countries in the world. Their citizens, and therefore the politicians, would not
allow for any adverse environmental impact from the construction or operation
of a bridge. The Great Belt and @resund Strait both constitute corridors
between the salty Kattegat and the sweeter water of the Baltic Sea. Any
reduction in water exchange would reduce the salt content and, therefore, the
oxygen content of the Baltic Sea and would alter its ecological balance. The
Danish and Swedish Authorities decided that the bridge should be designed in
such a way that the flow-through of water, salt, and oxygen into the Baltic was
not affected. This requirement was designated the zero solution. To limit
impacts on the local flora and fauna in @resund during the construction, the
Danish and Swedish authorities imposed a restriction that the spillage of
seabed material from dredging operations should not exceed 5% of the
dredged amounts. The zero solution was obtained by modeling with two
different and independent hydrographical models.

In total, 18 million cubic meters of seabed materials were dredged. All dredged
materials were reused for reclamation of the artificial peninsula at Kastrup and
the artificial island, Peberholm. A comprehensive and intensive monitoring of
the environment was performed to ensure and document the fulfillment of all
environmental requirements. In their final status report from 2001 the Danish
and Swedish Authorities concluded that the zero solution as well as all
environmental requirements related to the construction of the link had been
fulfilled. Continual monitoring of eel grass and common mussels showed that,
after a general but minor decline, populations had recovered by the time the
bridge was opened. Overall, the environment paid a low price at both @resund
and the Great Belt because it was given consideration throughout the planning
and construction stages of the bridges.

This award-winning bridge is the subject of numerous articles and a PhD thesis,
where details of the construction history and collaboration among all the
stakeholders are provided.***%*' A National Geographic video documentary on
the planning and construction of the @resund Bridge is available on-line at
http://www.great-engineering.com/oresund-bridge-megastructures.
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3.6.3 Case 3: Prototype System; The Super-High-Speed Train in
China

Shanghai Transrapid is the first commercial high-speed commuting system
using the state-of-the-art electromagnetic levitation (or maglev) technology.
The train runs from Shanghai’s financial district to Pudong International
Airport, and the total track length is about 30 kilometers (20 miles). The train
takes 7 minutes and 20 seconds to complete the journey, can reach almost 320
km/h (200 mph ) in 2 minutes, and reaches its maximum speed of 430 km/h
(267 mph) within 4 minutes. The Shanghai Transrapid project cost 10 billion
Yuan (1.2 billion USD) and took 2.5 years to complete. Construction began in
March 2001, and public service commenced on January 1, 2003. Critics argue
that the speed over such a short distance is unnecessary and that the line may
never recoup this cost.

Prior to this installation, many countries had argued over the feasibility of
maglev trains. They do not have wheels or use a traditional rail. Rather,
powerful magnets lift the entire train about 10 millimeters above the special
track, called a guideway, which mainly directs the passage of the train.
Electromagnetic force is used to make the train hover and to provide vertical
and horizontal stabilization. The frequency, intensity, and direction of the
electrical current in the track control the train’s movement, while the power
for the levitation system is supplied by the train’s onboard batteries, which
recharge whenever the train is moving. Maglev trains also do not have an
onboard motor. The guideway contains a built-in electric motor that generates
an electromagnetic field that pulls the train down the track. Putting the
propulsion system in the guideway rather than onboard the trains, makes the
cars lighter, which enables the train to accelerate quickly. The super-high
speeds are attained largely due to the reduction of friction.

Despite the high speed, the maglev system runs more quietly than a typical
commuter train, consumes less energy, and is nearly impossible to derail
because of the way the train’s underside partially wraps around the guideway,
like a giant set of arms hugging the train to the elevated platform. Passengers
experience a comfortable and quiet ride due to the maglev technology and the
specially designed window; noise level is less than 60 decibels at a speed of 300
km/h.

The Chinese authorities considered the economical operation, low energy
consumption, less environmental impact, and high speed when choosing a
solution suitable for ground transport between hubs that range from hundreds
to over one thousand kilometers apart. But the same solution also needed to
be suitable for modern mass rapid passenger transportation between a center
city and adjacent cities. Despite the many advantages, in 1999 the technology
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was considered to be in an experimental stage—its technological superiority,
safety and economic performance not yet proven by commercialized
operation. The current line is the result of a compromise; it was built as a
demonstration to verify the maturity, availability, economics, and safety of a
high-speed maglev transportation system.

The basic technology to create a maglev system has been around since 1979,
but until this project it had never been realized, mostly due to the expense of
developing a new train system. Many experts believe that super-fast steel-
wheel rail systems—such as those in France and Japan—have reached the
limits of this technology and cannot go any faster. Maglev proponents describe
the system as “the first fundamental innovation in the field of railway
technology since the invention of the railway” and are watching proposals for
maglev installations in Germany and the USA.>>>*>*>°
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4 Technical Processes

The ISO/IEC 15288:2008 Technical Processes are invoked throughout the life-
cycle stages of a system. Technical Processes are defined in ISO/IEC 15288:2008
as follows:

The Technical Processes are used to define the requirements for a
system, to transform the requirements into an effective product, to
permit consistent reproduction of the product where necessary, to use
the product to provide the required services, to sustain the provision of
those services and to dispose of the product when it is retired from
service.

The Technical Processes define the activities that enable organization
and project functions to optimize the benefits and reduce the risks that
arise from technical decisions and actions. These activities enable
products and services to possess the timeliness and availability, the cost
effectiveness, and the functionality, reliability, ~maintainability,
producibility, usability and other qualities required by acquiring and
supplying organizations. They also enable products and services to
conform to the expectations or legislated requirements of society,
including health, safety, security and environmental factors."

Figure 1-1 illustrates the relationship of the Technical Processes to the Project,
Agreement, and Organizational Project-Enabling Processes. Without the
Technical Processes, the risk of project failure would be unacceptably high.

In his opening keynote at the 15th Annual INCOSE International Symposium,
Riley Duren of Jet Propulsion Laboratory, California, stressed that SE is a way of
thinking about and solving challenges and that systems engineers are the GLUE
that hold the elements of complex space programs together’. To achieve good
results, systems engineers involve themselves in nearly every aspect of a
project, pay close attention to interfaces where two or more systems or system
elements work together, and establish an interaction network with
stakeholders and other organizational units of the organization. Figure 4-1
shows the critical interactions for systems engineers.
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Figure 4-1 Key SE Interactions’

Technical Processes enable systems engineers to coordinate the interactions
between engineering specialists, systems stakeholders and operators, and
manufacturing. They also address conformance with the expectations and
legislated requirements of society. These processes lead to the creation of a full
set of requirements that address the desired capabilities within the bounds of
performance, environment, external interfaces, and design constraints.

4.1 Stakeholder Requirements Definition Process
4.1.1 Overview

4.1.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Stakeholder Requirements Definition Process is to
define the requirements for a system that can provide the services
needed by users and other stakeholders in a defined environment.

It identifies stakeholders, or stakeholder classes, involved with the
system throughout its life cycle, and their needs, expectations, and
desires. It analyzes and transforms these into a common set of
stakeholder requirements that express the intended interaction the
system will have with its operational environment and that are the
reference against which each resulting operational service is validated.*
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There is near unanimous agreement that successful projects depend on
meeting the needs and requirements of the stakeholder/customer.

4.1.1.2 Description

A stakeholder is any entity (individual or organization) with a legitimate interest
in the system. Typical stakeholders include users, operators, organization
decision-makers, parties to the agreement, regulatory bodies, developing
agencies, support organizations, and society-at-large. When direct contact is
not possible, systems engineers find agents, such as marketing or non-
governmental organizations, to represent the concerns of a class of
stakeholders, such as consumers or future generations.

The stakeholder requirements govern the system’s development and are an
essential factor in further defining or clarifying the scope of the development
project. If an organization is acquiring the system, this process provides the
basis for the technical description of the deliverables in an agreement —
typically in the form of a system-level specification and defined interfaces at
the system boundaries. Figure 4-2 is the context diagram for this process.

Controls
- Applicable Laws and Regulations

- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

s Activities ™ Outputs
- Concept Documents
- Elicit Stakeholder Requirements - Stakeholder Requirements
- Source Documents - Define Stakeholder Requirements - Measures of Effectiveness Needs
- Stakeholders Needs - ':’e“’:}’izrzr‘:;::a'ma‘” Stakeholder - Mgasures of .Effr—:tcriveness Data
- Project Constraints q - Validation Criteria
- Initial RVTM
- Stakeholder Requirements
Traceability

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

Figure 4-2 Context Diagram for Stakeholder Requirements Definition Process

4.1.1.3 Inputs

Inputs to the Stakeholder Requirements Definition Process include the
following:

e Source Documents — Extract, clarify, and prioritize all of the written
directives embodied in the source documents relevant to the
particular stage of procurement activity.
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e  Stakeholders’ Needs — Description of users’ and other stakeholders’

needs

or services that the system will provide.

®  Project Constraints — Includes cost, schedule, and solution constraints.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards

e Agreements —terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -

includi

ng guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure

®  Project Infrastructure.

4.1.1.4 Outputs

Outputs of the Stakeholder Requirements Definition Process establish the
initial set of stakeholder requirements for project scope and associated
agreements and include the following:

e Concept Documents

Concept of Production — Describes the way the system will be
manufactured, including any hazardous materials used in the
process.

Concept of Deployment — Describes the way the system will be
delivered and installed.

Concept of Operations (ConOps) — Describes the way the system
works from the operator’s perspective. The ConOps includes
the user description and summarizes the needs, goals, and
characteristics of the system’s user community. This includes
operation, maintenance, and support personnel.

Concept of Support — Describes the desired support
infrastructure and manpower considerations for maintaining
the system after it is deployed. This includes specifying
equipment, procedures, facilities, and operator training
requirements.
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—  Concept of Disposal — Describes the way the system will be
removed from operation and retired, including the disposal of
any hazardous materials used in or resulting from the process.

e Stakeholder Requirements — Formally documented and approved
stakeholder requirements that will govern the project, including:
required system capabilities, functions, and/or services; quality
standards; and cost and schedule constraints.

*  Measures of Effectiveness Needs — Measures of Effectiveness (MOEs)
are the “operational” measures of success that are closely related to
the achievement of the mission or operational objective being
evaluated, in the intended operational environment under a specified
set of conditions (i.e., how well the solution achieves the intended
purpose).

e  MOE Data — Data provided to measure the MOEs.

e Validation Criteria — May specify who will perform validation activities,
and the environments of the system-of-interest.

e Initial Requirements Verification and Traceability Matrix (RVTM) — A
list of requirements, their verification attributes, and their traces.

e  Stakeholder Requirements Traceability — All stakeholder requirements
should have bi-directional traceability, including to their source, such
as the source document or the stakeholder need.

4.1.1.5 Process Activities
The Stakeholder Requirements Definition Process includes the following
activities:

e  Elicit Stakeholder Requirements

— Identify stakeholders who will have an interest in the system
throughout its entire life cycle.

—  Elicit requirements — what the system must accomplish and
how well.

e Define Stakeholder Requirements

— Define constraints imposed by agreements or interfaces with
legacy enabling systems.

—  Build scenarios to define the concept documents; the range of
anticipated uses of system products; the intended operational
environment; and interfacing systems, platforms, or products.
Scenarios help identify requirements that might otherwise be
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overlooked. Social and organizational influences also emerge
from using scenarios.

—  Establish critical and desired system performance — thresholds
and objectives for system performance parameters that are
critical for system success and those that are desired but may
be subject to compromise to meet the critical parameters.

—  Establish MOEs and suitability — measures that reflect overall
customer/user satisfaction (e.g., performance, safety, reliability,
availability, maintainability, and workload requirements).

Analyze and Maintain Stakeholder Requirements

— Analyze requirements for clarity, completeness, and
consistency.

— Negotiate modifications to resolve unrealizable or impractical
requirements.

— Validate, record, and maintain stakeholder requirements
throughout the system life cycle and beyond for historical or
archival purposes.

—  Establish and maintain a traceability matrix to document how
the formal requirements are intended to meet the stakeholder
objectives and achieve stakeholder agreement.

Common approaches and tips:

Develop a description of the user community to provide common
understanding across the effort and to validate the appropriateness of
scenarios. A user description may cover the demographic group(s) to
which a product will be marketed or the specific personnel categories
that will be assigned to employ the system or otherwise benefit from
its operation.

Once stakeholders’ requirements are established, formally place them
under configuration control.

Establish good relationships and open communications between
systems engineers and stakeholders. This is helpful when negotiations
begin to refine and clarify the set of requirements.

Identify all stakeholders. It is critical to identify and include key system
stakeholders in this process including the development/design team.

Avoid designing a final solution or establishing unjustified constraints
on the solution.
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e Avoid accepting unrealistic or competing objectives.
e Write clearly and create statements with quantifiable values.’

e Capture source and rationale for each requirement.®
4.1.2 Elaboration

Within the context of ISO/IEC 15288:2008, requirements are specifically
mentioned in two of the Technical Processes (i.e., Stakeholder Requirements
Definition and Requirements Analysis) and are drivers for many of the system
life-cycle processes. Depending on the system development model, stakeholder
requirements capture should be conducted nominally once near the beginning
of the development cycle or as a continuous activity. Regardless, the reason for
eliciting and analyzing requirements is the same—understand the needs of the
stakeholders well enough to support the Architectural Design Process.

4.1.2.1 Identify Users and Stakeholders

One of the biggest challenges in this activity is the identification of the set of
stakeholders from whom requirements should be elicited. Customers and
eventual end-users are relatively easy to identify, but regulatory agencies and
other interested parties that may reap the consequences of the system-of-
interest should also be sought out and heard. Stakeholders can include the
interoperating systems and enabling systems themselves as these will usually
impose constraints that need to be identified and considered. In sustainable
development this includes finding representation for future generations. Figure
4-3 illustrates the range of potential stakeholders.

Systems in
operational
environment

EY IR,
Society ¢ ) —
. Operators

#
4
WD)

\ - -} s I? _-". ';'-i :'E
L et e Production Maintenance Systems ™ ...~
Other Stakeholders Systems

Figure 4-3 Requirements elicitation captures the needs of stakeholders
across systems boundaries’
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4.1.2.2 Define Needs
The initiation of a project begins with user need. Once a need is perceived and
resources are committed to establish a project, it is possible to define the
parameters of an acquisition and supply relationship (see Chapter 6).

Determining user need typically occurs in the Exploratory Research, Concept,
and/or Development stage of the development life cycle since the “big picture”
is developed and authorization to fund the development and select the
developers/suppliers are accomplished. In many cases the integration of user
views, which may not necessarily be harmonious, is accomplished by
“committee action.” However, this can lead to confusion and unsatisfactory
decision making. As the SE process is applied, a common paradigm for
examining and prioritizing available information and determining the value of
added information can be created. Each of the user’s views of the needed
systems can be translated to a common top-level program and system
description that is understood by all participants, and all decision making
activities recorded for future examination. Under some circumstances, it may
not be practical to elicit needs from the “user” but rather from the marketing
organization or other surrogate.

Many tools and techniques can be used to elicit user requirements, such as
marketing and technical questionnaires or surveys, focus groups, prototypes,
and beta release of a product. Trade-off analysis and simulation tools can also
be used to evaluate mission operational alternatives and select the desired
mission alternative.

Systems engineering should support program and project management in
defining what must be done and gathering the information, personnel, and
analysis tools to define the mission or program objectives. This includes
gathering customer inputs on “needs” and “wants,” system/project constraints
(e.g., costs, technology limitations, and applicable specifications/legal
requirements), and system/project “drivers,” such as capabilities of the
competition, military threats, and critical environments. The set of
recommended activities that follow are written for a complex project that
meets a stated mission or goal; the word “product” can be substituted to apply
these steps to commercial products:

1. Identify users and other stakeholders and understand their needs.
Develop and document the new mission needs of all user organizations
through user surveys.

2. Perform mission analysis to establish the operational environment,
requirements functionality, and architecture and to assess existing
capability.
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3. Document the inadequacies or cost of existing systems to perform new
mission needs.

4. If mission success is technology driven, develop concepts and
document the new capabilities that are made possible by the
introduction of new or upgraded technology. Document the tradeoffs
in mission performance vs. technology steps.

5. Prepare a justification of the need for this mission compared to
alternative missions competing for the same resources.

6. Prepare the necessary documents to request funding for the first
program stage.

7. If system procurement is involved, develop the information needed to
release an RFP, establish the selection criteria and perform a source
selection.

The output of mission level activities should be sufficient definition of the
operational need or ConOps to gain authorization and funding for program
initiation. The output should also generate an RFP if the system is to be
acquired through a contract Acquisition Process, or to gain authorization to
develop and market the system if market driven. These outputs can be
documented in a mission statement, a System Requirements Document (SRD),
a Statement of Work (SOW), and/or an RFP. Contributing users rely on well-
defined completion criteria to indicate the successful definition of user and
stakeholder needs:

e User organizations have gained authorization for new system
acquisition.

e  Program development organizations have prepared a SOW, SRD, and
gained approval for new system acquisition. If they are going to use
support from outside the company, they have issued an RFP, and
selected a contractor.

e Potential contractors have influenced the acquisition needs, submitted
a proposal, and have been selected to develop and deliver the system.

e If the system is market driven, the marketing group has learned what
consumers want to buy. For expensive items (e.g., aircraft) they have
obtained orders for the new systems.

e |f the system is market and technology driven, the development team
has obtained approval to develop the new system from the
corporation.
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4.1.2.3 Capture Source Requirements

This section discusses methods for capturing requirements from user objectives
and the customer’s preliminary requirements. As shown in Figure 4-3,
requirements come from multiple sources. As such, eliciting and capturing
requirements constitutes a significant effort on the part of the systems
engineer. The ConOps describes the intended operation of the system to be
developed and helps the systems engineer understand the context within
which requirements need to be captured and defined. Techniques for
requirements elicitation include interviews, focus groups, the Delphi technique,
and soft systems methodology. Tools for capturing and managing requirements
are many and varied. The INCOSE Tools Database Working Group evaluates the
relative merits of different products and maintains a database that is available
from the INCOSE website.

The SE team leaders extract, clarify, and prioritize all of the written directives
embodied in the source documents relevant to the particular stage of
procurement activity. Examples of typical inputs include (but are not limited
to):

1. New or updated customer needs, requirements, and objectives in
terms of missions, ConOps, MOEs, technical performance, utilization
environments, and constraints

2. Technology base data including identification of key technologies,
performance, maturity, cost, and risks

3. Requirements from contractually cited documents for the system and
its configuration items (Cls)

4. Technical objectives

5. Records of meetings and conversations with the customer.

The source requirements captured by carrying out this activity are only a
portion of the total stakeholder requirements. As such, source requirements
will be expanded by a number of activities designed to break down the broad
requirements statements and reveal the need for additional clarification, which
will lead to either revision of the written source material or additional source
documents, such as meeting minutes. The ConOps definition activity, discussed
in Section 4.1.2.5, may also reveal the need for additional clarification.

4.1.2.4 |Initialize the Requirements Database
The primary objective of this activity is to establish a database of baseline
system requirements traceable to the source needs and requirements to serve
as a foundation for later refinement and/or revision by subsequent activities in
the SE process. All parties involved in this activity (users, developing agencies,
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builders, support organizations, etc.) should maintain and contribute to this
database. Prerequisites for the successful performance of this activity are:

1.

Empower a systems analysis team with the authority and mission to
carry out the activity.

Assign experienced Systems Engineer(s) to lead the team.

Assign experienced team members from relevant engineering, test,
manufacturing, and operations (including logistics) disciplines to be
available to the team.

Establish the formal decision mechanism (e.g., a design decision
database) and any supporting tools; select and obtain necessary SE
tools for the activity.

Complete the relevant training of team members in the use of tools
selected for the activity.

Define the formats of the output deliverables from this activity (to
permit the definition of any database schema tailoring that may be
needed).

The requirements database must first be populated with the source documents
that provide the basis for the total set of system requirements that will govern
its design. The following guidance has proven helpful in establishing a
Requirements Database:

1.

Take the highest priority source document identified and ensure that it
is recorded in the database in a manner such that each paragraph in
the source document is recorded as a separate requirements object.
Record information needed to trace each requirement back to the
identity of:

e The source document identity

e The paragraph title

e The sentence number.
One reason for selecting a paragraph as the parent requirement is to
better evaluate the impact of later changes since most changes to

source documents are flagged by a change bar against paragraphs that
have been modified or deleted.

Analyze the content of each parent requirement produced in the
previous step. Based on its engineering content, determine the
following:
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e Does the parent requirement contain any information systems
objectives? If it does, it should meet the following criteria:

— Unambiguous
—  Non-conflicting with other requirements

— Uniquely assignable to a single system function,
architectural element, performance measurement index,
or system constraint.

If it meets the previous criteria, bypass the mini-steps below
and move to the next parent requirement object. If the
engineering content does not meet these criteria, determine a
strategy for decomposing the parent requirement into separate
but related pieces with the objective of meeting these criteria.
This is accomplished as follows:

1. Record information in the database to provide vertical
traceability from the parent requirement object to the
child requirement object using the Project Unique
Identifier (PUID).

2. Repeat the procedure with child requirements as
necessary, creating and recording traceability to
grandchild, great-grandchild, etc. down to the lowest
level requirement. Stop fragmentation at the level when
the decomposition objective has been achieved. This is
called a leaf node requirement. Each branch of the tree
may be decomposed down to a different level,
depending on the complexity and the system acquisition
approach (e.g., make or code everything or use suppliers
or subcontractors for one or more branches). The
process of flowing down requirements will eventually
end at a configuration item (Cl). A Cl is a hardware,
software, or composite item at any level in the system
hierarchy designated for configuration management. Cls
have four common characteristics:

Defined functionality

Replaceable as an entity

o T w

Unique specification

d. Formal control of form, fit, and function.

3. Repeat steps 1 and 2 for lower priority source documents.
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Source documents used as inputs will include statements of user objectives,
customer requirements documents, marketing surveys, systems analysis,
concept analyses and others. These source or originating requirements should
be entered in the database and disseminated to all team members assigned to
the requirements analysis team. The information should also be accessible for
rapid reference by other project personnel. As a minimum, this foundation
must include the following:

Project requirements

Mission requirements

Customer specified constraints

Interface, environmental, and non-functional requirements
Unclear issues discovered in the Requirements Analysis Process
An audit trail of the resolution of the issues raised

V&V methods required by the customer

Traceability to source documentation

w o N o v B2 W DN E

Substantiation (verification) that the database is a valid interpretation
of user needs.

4.1.2.5 Establish the Concept of Operations

The word “scenario” is often used to describe a single thread of behavior; in
other cases, it describes a superset of many single threads operating
concurrently. Scenarios and what-if thinking are essential tools for planners
who must cope with the uncertainty of the future. Scenario thinking can be
traced back to the writings of early philosophers, such as Plato and Seneca.? As
a strategic planning tool, scenario techniques have been employed by military
strategists throughout history. Building scenarios serves as a methodology for
planning and decision-making in complex and uncertain environments. The
exercise makes people think in a creative way, observations emerge that
reduce the chances of overlooking important factors, and the act of creating
the scenarios enhances communications within and between organizations.
Scenario building is an essentially human activity that may involve interviews
with operators of current/similar systems, potential end users, and meetings of
an Interface Working Group (IFWG). The results of this exercise can be
captured in many graphical forms using modeling tools and simulations.

Creation or upgrade of a system shares the same uncertainty regarding future
use and emergent properties of the system. The Stakeholder Requirements
Definition Process suggests capturing the understanding of stakeholder needs
in a series of concept documents (see Section 4.1.1.4), each focused on a
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specific life-cycle stage: Concept of Production, Concept of Deployment,
ConOps, Concept of Support, and Concept of Disposal. A primary goal of a
concept document is to capture, early in the system life cycle, an
implementation-free understanding of stakeholders’ needs by defining what is
needed, without addressing how to satisfy the need. It captures behavioral
characteristics required of the system in the context of other systems with
which it interfaces, and captures the manner in which people will interact with
the system for which the system must provide capabilities. Understanding
these operational needs typically produces:

e A source of specific and derived requirements that meet the customer
and user needs and objectives.

e Invaluable insight for Integrated Product Development Team (IPDT)
members as they design, develop, verify, and validate the system.

e Diminished risk of latent system defects in the delivered operational
systems.

If the system is for a military customer, there may be several required
operational views of the system driven by architectural frameworks. These are
defined, for example, in the U.S. Department of Defense Architecture
Framework (DODAF) and in the UK Ministry of Defense Architecture
Framework (MODAF).

The ConOps document, sometimes called the Operational Concept Document
(OCD), defines the way the system will be used and must involve the input from
a broad range of stakeholders, such as operations, maintenance, and
management personnel. The document also defines any critical, top-level
performance requirements or objectives (stated either qualitatively or
quantitatively) and system rationale, and contains a preliminary functional
block diagram of the system with only the top-level functional “threads”
specified. It also defines the roles and responsibilities and the set of skills
needed for operations and maintenance of the system. The ConOps document
is often broken into two parts: Part 1 describes the overall “User” ConOps
(regardless of solution); Part 2 describes the “System” ConOps for each
candidate solution.

Note: The U.S. DOD and others use the term ConOps to mean how the
enterprise will operate. They use the term Operational Concept to discuss how
the system will operate within the context of the enterprise. This handbook
uses the term ConOps for instances wherein the enterprise is the system of
interest and for systems that operate within the enterprise.
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A ConOps document typically comprises the following:

e A top-level operational concept definition containing approved
operational behavior models for each system operational mode
(which can be documented as functional flow diagrams), supporting
time lines, and event transcripts, which are fully traceable from source
requirements

e Context diagrams

e Mission Analyses.

The primary objective is to communicate with the end user of the system
during the early specification stages to ensure that operational needs are
clearly understood and the rationale for performance requirements is
incorporated into the decision mechanism for later inclusion in the system and
lower level specifications. Interviews with operators of current/similar systems,
potential users, IFWG meetings, context diagrams, functional flow block
diagrams (FFBD), time-line charts, and N” charts provide valuable stakeholder
input toward establishing a concept consistent with stakeholder needs. Other
objectives are:

1. To provide traceability between operational needs and the captured
source requirements.

2. To establish a basis for requirements to support the system over its
life, such as personnel requirements, support requirements, etc.

3. To establish a basis for verification planning, system-level verification
requirements, and any requirements for environmental simulators.

4. To generate operational analysis models to test the validity of external
interfaces between the system and its environment, including
interactions with external systems.

5. To provide the basis for computation of system capacity, behavior
under/overload, and mission-effectiveness calculations.

6. To validate requirements at all levels and to discover implicit
requirements overlooked from other sources.

Systems engineering produces a ConOps document early in the requirements
definition process. Since a ConOps describes system behavior, a starting point
for building up the concept is to begin by identifying outputs generated by
external systems (modified as appropriate by passing through the natural
system environment), which act as stimuli to the system-of-interest and cause
it to take specified actions and produce outputs, which in turn are absorbed by

69

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



— INCOSE Systems Engineering Handbook v. 3.2.2

INCOSE INCOSE-TP-2003-002-03.2.2

October 2011

International Council on Systems Engineering,

external systems. These single threads of behavior eventually cover every
aspect of operational performance, including logistical modes of operation,
operation under designated conditions, and behavior required when
experiencing mutual interference with multi-object systems.

Aggregation of these single threads of behavior represents a dynamic
statement of what the system is required to do. No attempt is made at this
stage to define a complete operational concept or to allocate functions to
hardware or software elements (this comes later). This ConOps is essentially a
functional concept definition and rationale from the user and customer
perspective. The ConOps is established as follows:

1. Start with the source operational requirements; deduce a set of
statements describing the higher-level, mission-oriented system
objectives and record them. The following typical source documents
serve as inputs for the ConOps:

e System business case

e Statement of User Need

e Technical operational requirements

e System operational requirements documents
e Statement of operational objectives

e SOW

e  Customer Standard Operating Procedures.

2. Review the system objectives with end users and operational
personnel and record the conflicts.

3. Define and model the operational boundaries.

4. For each model, generate a context diagram to represent the model
boundary.

5. Identify all of the possible types of observable input and output events
that can occur between the system and its interacting external
systems.

6. If the inputs/outputs are expected to be significantly affected by the
environment between the system and the external systems, add
concurrent functions to the context diagram to represent these
transformations and add input and output events to the database to
account for the differences in event timing between when an output is
emitted to when an input is received.
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Record the existence of a system interface between the system and
the environment or external system.

For each class of interaction between a part of the system and an
external system, create a functional flow diagram to model the
sequence of interactions as triggered by the stimuli events generated
by the external systems.

Add information to trace the function timing from performance
requirements and simulate the timing of the functional flow diagrams
to confirm operational correctness or to expose dynamic
inconsistencies. Review results with users and operational personnel.

Develop timelines, approved by end users, to supplement the source
requirements.

Draft ConOps are prepared in early project stages during concept definition
studies or pre-proposal studies. As concepts evolve, these drafts should be
updated for the next project stage. The following measures are often used to
gauge the progress and completion of the ConOps activity:

1
2
3
4,
5
6

Functional Flow Diagrams required and completed
Number of system external interfaces

Number of scenarios defined

Number of unresolved source requirement statements
Missing source documents

Number of significant dynamic inconsistencies discovered in the
source requirements.

4.1.2.6 Generate the System Requirements Document

If one does not already exist, a draft SRD should be generated to represent the
customer/user requirements. This is the highest level document to be created
by the project. If an SRD already exists, it should be reviewed internally and
with the customer to ensure that it is valid, meets the customer needs, and
clearly understood by all stakeholders.

4.2 Requirements Analysis Process

4.2.1

Overview

4.2.1.1 Purpose
As stated in ISO/IEC 15288:2008:
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The purpose of the Requirements Analysis Process is to transform the
stakeholder, requirement-driven view of desired services into a
technical view of a required product that could deliver those services.

This process builds a representation of a future system that will meet
stakeholder requirements and that, as far as constraints permit, does
not imply any specific implementation. It results in measurable system
requirements that specify, from the supplier’s perspective, what
characteristics it is to possess and with what magnitude in order to
satisfy stakeholder requirements.’

4.2.1.2 Description

System requirements are the foundation of the system definition and form the
basis for the architectural design, integration, and verification. Each
requirement carries a cost. It is therefore essential that a complete but
minimum set of requirements be established from defined stakeholder
requirements early in the project life cycle. Changes in requirements later in
the development cycle can have a significant cost impact on the project,
possibly resulting in cancellation.

Requirements analysis is both iterative and recursive. According to ISO/IEC CD
29148, Requirements Engineeringloz

When the application of the same process or set of processes is
repeated on the same level of the system, the application is referred to
as iterative. Iteration is not only appropriate but also expected. New
information is created by the application of a process or set of
processes. Typically this information takes the form of questions with
respect to requirements, analysed risks or opportunities. Such questions
should be resolved before completing the activities of a process or set of
processes.

When the same set of processes or the same set of process activities are
applied to successive levels of system elements within the system
structure, the application form is referred to as recursive. The outcomes
from one application are used as inputs to the next lower (or higher)
system in the system structure to arrive at a more detailed or mature
set of outcomes. Such an approach adds value to successive systems in
the system structure.

The output of the process must be compared for traceability to and consistency
with the stakeholder requirements, without introducing implementation
biases, before being used to drive the Architectural Design Process. The
Requirements Analysis Process adds the verification criteria to the defined
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stakeholder requirements. Figure 4-4 is the context diagram for Requirements
Analysis.

Contrals
- Applicable Laws and Regulations

- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

Y

Activities

Outputs

- System Requirements

- Measures of Performance Needs
- Measures of Performance Data

- System Functions

- System Functional Interfaces

- Verification Criteria

- Specification Tree

- System Specification

- Updated RVTM

- System Requirements Traceability

Inputs

- Concept Documents

- Stakeholder Requirements
- Measures of Effectiveness
- Initial RVTM

- Define the System Requirements
- Analyze and Maintain the System
) Reguirements

- Stakeholder Requirements
Traceability

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure
- Project Infrastructure

Figure 4-4 Context Diagram for the Requirements Analysis Process

4.2.1.3 Inputs
Inputs to the Requirements Analysis Process include any decisions or data
resulting from previous stages of development and also include the following:

e The primary input to the Requirements Analysis Process is the project
baseline documented during the Stakeholder Requirements Definition
Process:

—  Concept Documents

—  Stakeholder Requirements

— Initial RVTM

—  Stakeholder Requirements Traceability.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements — terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e  Project Directives
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e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure

*  Project Infrastructure.

4.2.1.4 Outputs

Outputs of the Requirements Analysis Process are a technical description of
characteristics the future system must have to meet Stakeholder Requirements
— not a specific solution — that will be evolved in subsequent development
processes. These include the following:

e System Requirements — The project team derives additional system
requirements resulting from analysis of the input Stakeholder
Requirements, as required to meet project and design constraints,
including:

—  Performance Requirements

—  Functional Requirements

— Non-Functional Requirements
— Architectural Constraints.

e Measures of Performance Needs — Measures of Performance (MOPs)"!
define the key performance characteristics the system should have
when fielded and operated in its intended operating environment (see
Section 5.7.2.3).

e  MOP Data — Data provided to measure the MOPs.

e System Functions — Defines the functions the system must perform
and defines the functional boundaries for the system to be developed.

e System Functional Interfaces — Identifies and documents any
interfaces and information exchange requirements with systems
external to the functional boundaries.

e Verification Criteria — These may specify who will perform verification
activities, and the environments of the system-of-interest and
enabling systems.

e Specification Tree — Based on the evolving system architecture, a
specification tree is produced to define the hierarchical representation
of the set of specifications for the system under development.

e System Specification — Formally documented and approved system

requirements may be captured in a document called the System
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Specification. System specifications are developed through iterative
process executions of Requirements Definition, Requirements
Analysis, and Architectural Design (see Section 4.3).

Updated RVTM.

System Requirements Traceability — All system requirements should
have bi-directional traceability, including to their source, such as the
originating stakeholder requirements.

Any decisions are documented in the information repository.

4.2.1.5 Process Activities
The Requirements Analysis Process includes the following activities:

Define the System Requirements — This includes defining and
specifying the functional boundary and MOPs. This will specify what
the system should be able to do (functional requirements) when
fielded and operated in its intended operating environment. The
MOPs for the top-level system functional requirements required to
satisfy the MOEs'' are based on the level of risk to achieve the
required performance. The system requirements are determined from
the following information:

— Selected standards — ldentify standards required to meet
quality or design considerations imposed as defined
stakeholder requirements or derived to meet organization,
industry, or domain requirements.

—  System boundaries — Clearly identify system elements under
design control of the project team and/or organization and
expected interactions with systems external to that control
boundary as defined in negotiated Interface Control
Documents (ICD). After agreement, the ICDs are placed under
formal change control.

—  External interfaces — Functional and design interfaces to
interacting systems, platforms, and/or humans external to
the system boundary as negotiated in the ICDs.

—  System Functions — Define the functions that the system is to
perform. These functions should be kept implementation
independent. For more information on approaches for
defining and refining system functions see Section 4.12.2.

—  Utilization environment(s) — Identify all environmental factors
(natural or induced) that may affect system performance,
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impact human comfort or safety, or cause human error for
each of the operational scenarios envisioned for system use.

—  Life-cycle process requirements — Conditions or design factors
that facilitate and foster efficient and cost-effective life-cycle
functions (e.g., Production, Deployment, Transition,
Operation, Maintenance, Reengineering/Upgrade, and
Disposal).

— Design considerations — Including human systems integration
(e.g., manpower, personnel, training, HFE, environment,
safety, occupational health, survivability, habitability), system
security requirements (e.g., information assurance, anti-
tamper provisions), and potential environmental impact.

— Design constraints — Including physical limitations (e.g.,
weight, form/fit factors), manpower, personnel, and other
resource constraints on operation of the system, and defined
interfaces with host platforms and interacting systems
external to the system boundary, including supply,
maintenance, and training infrastructures.

e Analyze and Maintain the System Requirements

— Define Verification Criteria — This activity is conducted
concurrent with requirements analysis efforts to ensure
verifiable requirements.

— Maintain continuity of configuration control and traceability.
Common approaches and tips:

e |IPDTs with acquirer-supplier participation (see Section 5.1.2.3) are an
effective practice to bring together the necessary expertise.'?

e Use failure modes, effects, and criticality analysis (FMECA) or hazard
analysis to identify the critical system level requirements.

e Use tools specifically designed to support requirements
management.™

e Maintain requirements traceability from the beginning of the
Requirements Analysis activity.

e Ensure derived requirements are consistent with other requirements
or constraints.

e Create templates for constructing requirements statements.™
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4.2.2 Elaboration

This section elaborates and provides “how-to” information on the
requirements analysis and management. Other key information on
requirements can be found in ISO/IEC TR 19760, ISO/IEC CD 29148,
Requirements Engineering,”® and in EIA 632, Standard — Processes for
Engineering a System™ (Requirements 14, 15, and 16, and Annex C3.1 a, b, and
c).

4.2.2.1 Requirements Analysis Concepts

Requirements analysis, like the set of SE processes, is an iterative activity in
which new requirements are identified and constantly refined as the concept
develops and additional details become known. These are analyzed, and
deficiencies and cost drivers are identified and reviewed with the customer to
establish a requirements baseline for the project.

A second objective of requirements analysis is to provide an understanding of
the interactions between the various functions and to obtain a balanced set of
requirements based on user objectives. Requirements are not developed in a
vacuum. An essential part of the requirements development process is the
ConOps, the implicit design concept that accompanies it, and associated
demands of relevant technology. Requirements come from a variety of sources,
including: the customer/users, regulations/codes, and the corporate entity.
Figure 4-5 illustrates this environment.

External Environment !
* LAWS & REGULATIONS « LEGAL LIABILITIES *« SOCIAL RESPONSIBILITIES « TECHNOLOGY BASR

* LABOR POOL « COMPETING PRODUCTS « STANDARDS & SPECIFICATIONS « PUBLIC CULTURE

/—{Organization’s Environment}
* POLICIES & PROCEDURES « STANDARDS & SPECIFICATIONS « GUIDELINES \

* DOMAIN TECHNOLOGIES « LOCAL CULTURE

Project Environment

« DIRECTIVES & PROCEDURES « PLANS « TOOLS
+« PROJECT REVIEWS ¢« METRICS

- P G f
Project Support rocess Groups for

Engineering Systems
+ Project Management Acquisition & Supply
» Agreement Support

Organizational Support|

Investment Decisions
External Agreements
Infrastructure Support
Resource Management
Process Management

Production

Technical Management
System Design
Product Realization
Technical Evaluation

Project A
\ Project B

k\ Project C

Field Support

Figure 4-5 Sources of Requirements

This complex process employs performance analysis, trade studies, constraint
evaluation and cost/benefit analysis. System requirements cannot be
established without determining their impact (achievability) on lower level
elements. Therefore, requirements definition and analysis is an iteration and
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balancing process that works both “top-down” (called allocation and
flowdown) and “bottom-up.” Once the top-level set of system requirements
has been established, it is necessary to allocate and flow them down to
successively lower levels. As the allocation and flowdown process is repeated,
it is essential that traceability be maintained to ensure that all system level
requirements are satisfied in the resulting design. The resulting requirements
database (see Section 4.1.2.4) usually contains many attributes for each
requirement, and is also used in verification.

4.2.2.2 Characteristics of Good Requirements
In defining requirements, care should be exercised to ensure the requirement
is appropriately crafted. The following attributes should be considered for
every requirement:

1. Necessary — Every requirement generates extra effort in the form of
processing, maintenance, and verification. Only necessary
requirements should be written. Unnecessary requirements are of two
varieties: (1) unnecessary specification of design, which should be left
to the discretion of the designer, and (2) a redundant requirement
covered in some other combination of requirements.

2. Implementation Independent — Customer requirements may be
imposed at any level they desire; however, when customer
requirements specify design, it should be questioned. A proper
requirement should deal with the entity being specified as a “black
box” by describing what transformation is to be performed by the
“box.” The requirement should specify “what” is to be done at that
level, not “how” it is to be done at that level.

3. Clear and Concise — Requirements must convey what is to be done to
the next level of development. Its key purpose is to communicate. Is
the requirement clear and concise? Is it possible to interpret the
requirement in multiple ways? Are the terms defined? Does the
requirement conflict with or contradict another requirement? Each
requirement statement should be written to address one and only one
concept. Requirements with “and,” “or,” “commas,” or other forms of
redundancy can be difficult to verify and should be avoided as it can be
difficult to ensure all personnel have a common understanding.
Requirements must therefore be written with extreme care. The
language used must be clear, exact, and in sufficient detail to meet all
reasonable interpretations. A glossary should be used to precisely
define often-used terms or terms, such as “process,” that could have
multiple interpretations.
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4. Complete — A requirement is a demand on the designer (or
implementer) at the next level. Is this requirement at the proper level?
When generating requirements, the requirements should be targeted
at the next lower level and no lower (except when carrying forward a
legitimate customer design requirement or constraint). The stated
requirement should also be complete, measurable and not need
further amplification. The stated requirement should provide sufficient
capability or characteristics.

5. Consistent — In many instances, there are applicable government,
industry, and product standards, specifications, and interfaces with
which compliance is required. An example might be additional
requirements placed on new software developments for possible
reusability. Another might be standard test interface connectors for
certain product classes.

6. Achievable — It is imperative that the implementing designer participate
in requirements definition. The designer should have the expertise to
assess the achievability of the requirements. In the case of items to be
subcontracted, it’'s important that the expertise of potential
subcontractors be represented in the generation of the requirements.
Additionally, participation by manufacturing and customers/users can
help ensure achievable requirements. IPDTs (see Section 5.1.2.3) and
requirements reviews provide mechanisms to achieve these
perspectives.

7. Traceable — Do all requirements trace to the higher level specification
and/or user need? Are there requirements at the higher level not
allocated (or allocated, but not picked up)? Those with no allocation
may be satisfied at that level of the specification. Requirements with
either deficiency should be corrected (see Sections 4.2.2.6 and 4.2.2.7).

8. Verifiable — Each requirement must be verified at some level by one of
the four standard methods (inspection, analysis, demonstration, or
test). A customer may specify, “The range shall be as long as possible.”
This is a valid but unverifiable requirement. This type of requirement is
a signal that a trade study is needed to establish a verifiable maximum
range requirement. Each verification requirement should be verifiable
by a single method. A requirement requiring multiple methods to verify
should be broken into multiple requirements. There is no problem with
one method verifying multiple requirements; however, it indicates a
potential for consolidating requirements. When the system hierarchy is
properly designed, each level of specification has a corresponding level
of verification during the verification stage. If element specifications
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are required to appropriately specify the system, element verification
should be performed.

In most writing, it is desirable to substitute words that are more or less
synonymous to avoid the constant repetition of a word. However, because few
words are exact synonyms, requirements should be written using the same
wording with exact meaning established. Care must also be taken in utilizing
clear, unambiguous phraseology and punctuation. A misplaced comma can
have dramatic ramifications. Verb tense and mood in requirements
specifications are very important. The following describes the common use of
the forms of the verb “to be” as they apply to specifications:

e “Shall” — Requirements are demands upon the designer or
implementer and the resulting product, and the imperative form of
the verb, “shall,” shall be used in identifying the requirement.

e “Will” — A statement containing “will” identifies a future happening. It
is used to convey an item of information, explicitly not to be
interpreted as a requirement. “The operator will initialize the system
by ..” conveys an item of information, not a requirement on the
designer of his product. However, some organizations have dropped
the distinction between “shall” and “will,” and treat either word as a
means of stating a requirement.

e “Must” —“Must” is not a requirement, but is considered to be a strong
desire by the customer, possibly a goal. “Shall” is preferable to the
word “must,” and only “shall” statements are verifiable and have to be
verified. If both are used in a set of requirements, there is an
implication of difference in degree of responsibility upon the
implementer.

e Other forms — “To be,” “is to be,” “are to be,” “should,” and “should
be” are indefinite forms of the verb, and they should be minimized
when developing requirements. They are not requirements, but
should be considered to be capabilities desired by the customer.

The imperative mood may be used as well in specifying requirements. For
example, “The database shall be dumped to magnetic tape every four hours.”
Requirements done in table format, usually express the processing
requirements in the imperative mood. Judicious use of the imperative mood
can eliminate many words and enhance the readability of specifications.

The use of certain words should be avoided in requirements in that they
convey uncertainty. These include:™

e  Superlatives — such as "best" and "most"
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e Subjective language — such as "user friendly," "easy to use," and "cost

effective"

e Vague pronouns — such as “he,” “she,” “this,” “that,” “they,” “their,”
“who,” “it,” and “which”

e  Ambiguous adverbs and adjectives — such as "almost always,"
"significant,"  "minimal,"  “timely,”  “real-time,”  “precisely,”
“appropriately,” “approximately,” “various,” “multiple,” “many,”
“few,” “limited,” and “accordingly”

e Open-ended, non-verifiable terms — such as "provide support,” "but
not limited to," and "as a minimum"

e Comparative phrases — such as "better than" and "higher quality"

e Loopholes — such as "if possible," "as appropriate," and "as applicable"

) n u

e  Other indefinites —such as “etc.,” ”and so on,” “to be determined
(TBD),” “to be reviewed (TBR),” and “to be supplied (TBS).” TBD, TBR,
and TBS items should be logged and documented in a table at the end
of the specification with an assigned person for closure and a due
date.

Other characteristics of a set of requirements as a whole should be addressed
to ensure that the set of requirements collectively provides for a feasible
solution that meets the stakeholder intentions and constraints. These include:™

e Complete — The set of requirements contains everything pertinent to
the definition of system or system element being specified.

e Consistent — The set of requirements is not contradictory or duplicated
and use the same term for the same item in all requirements.

o Affordable — The set of requirements can be satisfied by a solution
that is obtainable within life cycle cost, schedule, and technical
constraints.

e Bounded — The set of requirements maintains the identified scope for
the intended solution without increasing beyond what is needed to
satisfy user needs.

4.2.2.3 Define Systems Capabilities and Performance Objectives
The concepts of production, deployment, operations, and support serve as an
excellent foundation from which systems engineers can discern the required
capabilities of the system-of-interest and the relevant performance objectives
of the system. Together with identified system constraints, these concepts and
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capability definitions drive the requirements analysis activities. Typical
constraints on the system may include:

e Cost and schedule
e Mandated use of commercial off-the-shelf (COTS) equipment

e Operational environment and use of pre-existing facilities and system
elements

e Operational interfaces with other systems or organizations.

As a result of this capability definition activity, a number of performance
requirements will be identified. These may include areas such as power,
propulsion, communications, data processing, environmental, and human
interaction and intervention. In the Maglev Train, for example (see Section
3.6.3), the desire to cover large distances in a brief time established train speed
parameters, and the need to carry people suggested safety and maximum
noise tolerances. Large systems, such as the Maglev Train, may also justify the
development of a high-level system simulation evolved from the system
architecture. The simulation should contain sufficient functional elements that
the interactions can be properly assessed. The purpose of the simulation is to
establish measurable parameters for the functional requirements. This
provides the necessary guidance to the designers on the size and capability
required of their equipment. In addition, these parameters will be used as an
integral part of the Verification Process in establishing the capability of the
equipment (and the system) to satisfy user needs.

When time permits, use of an interdisciplinary team to audit the requirements
may help ensure the clarity, completeness, and consistency of the set. Such a
team can also assess that the requirements are verifiable. Unfortunately, it is
possible to write reasonable-sounding requirements that in fact cannot be met,
thus requiring waivers throughout the project life cycle to deliver the product.

If there is uncertainty associated with a requirement, it should be identified as
needing further attention and even proposed for monitoring as part of the
project risk management. The ConOps, for example, can be helpful in
identifying adverse consequences of derived requirements:

e |sunnecessary risk being introduced?
e |sthe technology producible?
e Are sufficient resources available to move forward?

e Are trade studies needed to determine appropriate ranges of
performance?
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Resolution of uncertainty should be assigned as a responsibility to an
individual, and progress and eventual resolution recorded in the decision
database. It is advisable to place assumptions, constraints, uncertainties, and
analyses associated with derived requirements in the decision and/or
requirements database(s).

4.2.2.4 Define, Derive, and Refine Functional/Performance
Requirements

At the beginning of the project, SE is concerned primarily with user

requirements analysis — leading to the translation of user needs into basic

functions and a quantifiable set of performance requirements that can be

translated into design requirements.

Defining, deriving, and refining functional/performance requirements applies
to the total system over its life cycle, including its support requirements. These
requirements need to be formally documented in a manner that defines the
functions and interfaces and characterizes system performance such that they
can be flowed down to hardware and software designers.

This is a key SE activity and is the primary focus through System Requirements
Review [SRR]. During the requirements analysis, the support from most other
disciplines (e.g., software, hardware, manufacturing, quality, verification,
specialty, etc.) is necessary to ensure a complete, feasible, and accurate set of
requirements that consider all necessary life cycle factors of the system
definition. The customer is also a key stakeholder and validates the work as it
progresses.

Establishing a total set of system requirements is a complex, time consuming
task involving nearly all project areas in an interactive effort. It must be done
early, since it forms the basis for all design, manufacturing, verification,
operations, maintenance, and disposal efforts, and therefore determines the
cost and schedule of the project. The activity is iterative for each stage, with
continuous feedback as the level of design detail increases, and flows from the
SRD, SOW, Company Policies and Procedures, ConOps Document (or
Operations Concept Document), Design Concept, System Hierarchy, and Data
Item Description (identifies expected content for specifications). The overall
Requirements Analysis Process is shown in Figure 4-6.
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Figure 4-6 Requirements Derivation, Allocation, and Flowdown

The following paragraphs describe the Requirements Analysis Process steps;
however, some steps are concurrent and others are not always done in the
order shown.

1. Establish constraints on the system. — The starting point for
Requirements Analysis is the set of source requirements developed as
described in Section 4.1. From the source requirements, Systems
Engineers establish constraints on the system including:

e Cost

e Schedule

e Use of COTS equipment

e Use of Non-Developmental Items (NDI)

e Use of Existing Facilities

e Operational Interfaces with other systems or organizations

e Operational environment.
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As a result of this activity, a number of functional and performance
requirements are identified.

2. Examine and characterize the mission in measurable requirement
categories, such as: quantity, quality, coverage, timeliness, and
availability. — Actual systems have many measurables under each
attribute, as well as additional attributes, which may include
communications, command and control, and security.

3. Using detailed functional analysis (see Section 4.12.2), extract new
functional requirements, particularly those required to support the
mission. — This should include items such as power, propulsion,
communications, data processing, attitude control or pointing,
commanding, and human interaction and intervention. This will
eventually result in the conversion from mission parameters (e.g.,
customers supported per node) into parameters that the hardware
and software designers can relate to, for example Effective Radiated
Power and Received Signal Strength Intensity. The ConOps is a rich
source of information for this analysis. Functional decomposition
tools, such as functional block diagrams, functional flow diagrams,
time lines, and control/data flow diagrams, are also useful in
developing requirements. As requirements are derived, the analysis
that leads to their definition must be documented and placed into the
requirements database.

Quality Function Deployment (QFD) is a useful technique, particularly
where the “voice of the customer” is not clear (see Figure 4-7). It
provides a fast way to translate customer requirements into
specifications and systematically flowdown the requirements to lower
levels of design, parts, manufacturing, and production.

The shaded Relationship Matrix shows the correlation between
features and requirements. Two concentric circles (double circle) are
used to indicate a strong correlation between the feature and the
requirement. A modest contribution is indicated by a single circle. A
blank column indicates an unnecessary feature relative to the listed
requirements. Similarly, a blank row indicates an unaddressed
requirement. Other useful methods include: functional decomposition
using a system hierarchy, FFBDs, time lines, control/data flow
diagrams, trade studies, and requirements allocation sheets.

85

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



— INCOSE Systems Engineering Handbook v. 3.2.2
f\C)S E INCOSE-TP-2003-002-03.2.2

et RN eering October 2011

* A Planning Tool for Translating Customer Requirements into Specifications
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* A Fast, Systematic Way to Derive & Flow Down Requirements to Design,
Parts, Manufacturing, and Production
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Figure 4-7 Quality Function Deployment (QFD): The House of Quality

As discussed above, larger systems may require a high-level system
simulation evolved from the system architecture. The simulation will
be used to quickly examine a range of sizes and parameters, not just a
“Point Design,” to ensure that the “best” solution is obtained —the
system is the proper size throughout, with no choke points. A number
of scenarios should be run using scenarios extracted from the ConOps
(with inputs based on system requirements) to exercise the system
over the possible range of mission activities. Monte Carlo runs may be
made to get averages and probability distributions and to help
establish (or verify) timeliness requirements. In addition to examining
nominal conditions, non-nominal runs should also be made to
establish system reactions or breakage when exposed to extraordinary
(out-of-spec) conditions.

Examine any adverse consequences introduced by deriving and
incorporating requirements. — For example:

e |sunnecessary risk being introduced?

e |s the system cost within budget limitations and the budget
profile?

e  Will the technology be ready for production?

e Are sufficient resources available for production and
operation?
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e Is the schedule realistic and achievable (be sure to consider
downstream activities such as design and verification
associated with the requirements)?

6. Where existing user requirements cannot be confirmed, perform trade
studies to determine more appropriate requirements, and achieve the
best-balanced performance at minimum cost. Where critical resources
(e.g., weight, power, memory, and throughput) must be allocated,
trade studies may be required to determine the proper allocation.

7. Incorporate revised and derived requirements and parameters
resulting from the Requirements Analysis Process into the
requirements database and maintain traceability to source
requirements.

8. Prepare and submit the specification documents (see Sections 4.2.2.6
and 4.2.2.7) to all organizations for review. — Upon approval, the
documents are entered into the formal release system, and
maintained under configuration management control. Any further
changes will require Configuration Control Board (CCB) approval.

The result of the Requirements Analysis Process should be a baseline set of
complete, accurate, non-ambiguous system requirements, recorded in the
requirements database, accessible to all parties, and documented in an
approved, released System Specification. The following measures are often
used to gauge the progress and completion of this requirements analysis
activity:

Number or percent of requirements defined, allocated, and traced
Time to issue draft
Number of meetings held

Number and trends of TBD, TBR, and TBS requirements

A N

Number of requirement issues identified (e.g. requirements not stated
in a verifiable way)

6. Number and frequency of changes (additions, modifications, and
deletions).

4.2.2.5 Define Other Non-Functional Requirements

The concept documents will also suggest requirements that are not directly
related to the primary capability provided by the system-of-interest, such as
availability, supportability, security, and training. For example, the @resund
Bridge case (see Section 3.6.2) illustrated the avoidance of negative
environmental impact by establishing constraints on the construction practices.
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Addressing non-functional requirements from the earliest stages is a good way
to ensure that they are not forgotten and that they are satisfied.

4.2.2.6 Develop Specification Trees and Specifications

In practice, requirements engineering is not just a front-end to the system
development process but a complex communication and negotiation process
involving the parties that will use the system (i.e., the customers), the parties
that will provide parts or all of the system (i.e., the developers and vendors),
and the parties that will verify the system (i.e., the verification group[s]). SE
acts as the translator in this communications process with the specifications
being the key written embodiment of this communication. Some of the major
challenges in performing this requirements engineering task are as follows:

e An envisioned system is seldom, if ever, designed to work totally
independent of the other systems in the customer's environment. This
means that the environment in which the system is to operate must
be known and documented as thoroughly as the system itself.

e COTS solutions play a major role in defining the system. While
requirements are supposed to be independent of solution, being able
to achieve an implementable solution within the resource constraints
available is the primary requirement.

e Every aspect of an envisioned system's function and performance
cannot practically be specified. Thus, a level of requirement
specification must be established that represents a cost-effective
balance between the cost of generating, implementing, and verifying
requirements versus the risk of not getting a system that meets
customers’ expectations. In each case, the cost of non-performance is
a major driver.

The SE process is a bridging process translating an identified need into a system
solution composed of specified implementable hardware and software
elements. The process is very much a communication process with all the
potential flaws of any communication, plus the added uncertainty of the
customer’s real desires and the risks associated with achieving an
implementation.

For complex systems, the definition/design process is successively applied
through multiple hierarchical iterations down to the level of hardware and
software Cl definition. The objective is to create a specification baseline for
each of the Cls at a particular level of system design (e.g., hardware, software,
and operations) and place these specifications in a flowdown hierarchy. This
will allow the further definition of each Cl to proceed independently, in parallel
with all the others, while maintaining requirements traceability and
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compatibility of all items that make up the system. The roadmap and
hierarchical representation of the set of specifications for the system under
development is the Specification Tree.

The Specification Tree and Specification activity is led by SE, with support from
design engineering and the supporting disciplines. SE creates the Specification
Tree and the outlines for each of the specifications, crafts the requirements,
and establishes traceability. SE also ensures that the supporting disciplines are
present when needed and actively participate, and ensures that their
contributions are coordinated and integrated.

Design engineering provides technical definition data for derived requirements,
and documents design decisions. Supporting disciplines monitor
implementation of requirements in each specialty area, identify requirements,
and review the results of the requirement definition process. The output of this
effort is a set of requirements statements, which are placed in the system and
Cl specifications. Draft specifications are generated by the requirements
database, and distributed to reviewers. The copies are then returned with
comments as appropriate, to the author. When all comments are resolved, the
document is formally released. The Requirements Database tool should
generate the specification directly from the database without manual
intervention, thereby preserving the integrity of the database. Note:
specifications at one level represent requirements to the levels below it.

The following paragraphs describe the steps of the Specification Tree and
Specification Development activity.

1. Derive the Specification Tree from the system architecture
configuration. — As discussed in Section 2.4, The Hierarchy Within A
System, the system hierarchy should be balanced with appropriate
fan-out and span of control. A level of design with too few entities
likely does not have distinct design activity, and both design and
verification activities contain redundancy. Figure 4-8 shows a typical
specification tree corresponding to a balanced system hierarchy. As
shown, hardware Cls (HWCI) can have computer software Cls (CSCI)
subordinate to them. For example, a display screen on a mobile phone
is hardware, but it must have embedded software to operate. Also,
the operating system in the mobile phone is a computer software Cl,
but software defines subordinate hardware requirements to meet the
higher-level software requirements (e.g., capacity and speed).
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Figure 4-8 Example Project Specification Tree, also known as a
Product Breakdown Structure (PBS)

Developing the specification tree (such as the one shown here) is one
element of system design whereby the system is decomposed into its
constituent parts. This activity has major ramifications on the
development of the system in that it essentially determines the items
to be purchased versus those to be developed and establishes the
framework for the integration and verification program. The objective
in the design is to achieve the most cost-effective solution to the
customer’s requirements with all factors considered. Generally, this is
achieved by identifying existing or implementation units as early as
possible in the tree development. At each element or node of the tree
a specification is written, and later on in the project, a corresponding
individual verification will be performed. When identifying elements, it
is useful to consider the element both from a design and a verification
perspective. The element should be appropriate from both
perspectives. The design and development methods described in the
earlier sections of this handbook apply to this activity. As for the actual
generation of the Specification Tree and Specifications, templates and
previously completed specifications are useful starting points for
document generation.

2. Create an outline for each specification in the Specification Tree using
a standard specification template and the definition of the Cl. —
Specification outlines or templates may be obtained from several
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sources. The most useful and commonly used are previous similar
specifications prepared by your organization. These are often the
source of useful material, parts of which can be used with minimal
modification. Standard formats and IEEE formats recommended for
system, hardware, and software specifications are also available.

3. Craft requirements for each specification, completing all flowdown
and accommodating derived requirements emerging from the
definitions of each Cl. — A specification represents a design entity and
a verification entity. The specification should represent appropriate
complexity from both the design and the verification perspective.
Many factors contribute to the appropriate selection of elements.
However, as a measure of complexity, a requirements specification
should not have too many or too few requirements. As a “rule of
thumb” 50 to 250 functional/performance requirements in a
specification is appropriate. Requirements in the physical or
environmental areas would be in addition to the
functional/performance variety.

The result of this activity is the Specification Tree and the set of specifications
for all of the Cls that implement the system. As such, completion of this activity
typically occurs when (1) all specifications have been identified and located on
the Specification Tree, and (2) each specification is adequate to proceed with
the next stage of development or procurement. The following measures are
often used to gauge the progress and completion of this activity.

For the Specification Tree:

1. Its completeness as measured by the inclusion of all items required in
the system

2. Its balance as determined by its span of control and fan-out from each
entity.

For the Specifications:

1. Number of TBDs and TBRs in specifications (goal is zero)

2. Number of requirements in the specification (50 to 250
functional/performance requirements is the ideal range)

3. Stability of the requirements as the development progresses.
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4.2.2.7 Allocate Requirements and Establish Traceability
Traceability is not an end goal in and of itself but, rather, a tool that can be
used to:

1. Improve the integrity and accuracy of all requirements, from the
system level all the way down to the lowest Cl

2. Allow tracking of the requirements development and allocation and
generating overall measures

3. Support easier maintenance and change implementation of the system
in the future.

The initial definition of system requirements from the source documents is
completed using a combination of graphical functional analysis tools and
simulations. As the requirements are developed, a design concept and a
ConOps are developed concurrently. Inputs to this process include the
Specification Tree, the SRD, and the System Specification. The essential point is
that every requirement at every level should have a clear definition of its
source and why it is needed.

Derived requirements (i.e., those requirements that are indirectly traced to
higher-level requirements; see definition in RTCA/DO-178B) must be
documented and their justification given. Other requirements (i.e., the primary
requirements) are justified by virtue of the fact that they trace directly to a
higher-level requirement. For example, every requirement in the System
Specification should be traceable to the stakeholder requirements and the SRD.

Bi-directional traceability is top-down and to V&V plans and procedures for
specifications (Cl and interface), and should include traceability to the
verification program (e.g., plans, procedures, test cases, and reports) to provide
closed-loop verification. Traceability should be maintained throughout all levels
of documentation, as follows:

1. Allocate all system requirements to hardware, software, or manual
operations, facilities, interfaces, services, or others as required

2. Ensure that all functional and performance requirements or design
constraints, either derived from or flowed down directly to a lower
system architecture element, actually have been allocated to that
element

3. Ensure that traceability of requirements from source documentation is
maintained through the project’s life until the verification program is
completed and the system is accepted by the customer

92
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

4. Ensure that the history of each requirement on the system is
maintained and is retrievable.

The following activities provide additional guidance for establishing and
maintaining requirement traceability:

1. While requirements can be traced manually on small projects, such an
approach is generally not considered cost-effective, particularly with
the proliferation of requirements management tools. A requirements
traceability tool that augments the requirements database should be
accessible to and usable by all technical personnel on the project. This
includes subcontractors who are preparing specifications and
verification data. The tool should generate the following directly from
the database:

a. Requirements Statements with PUIDs

b. RVTM -a list of requirements, their verification attributes,
and their traces

c. Requirements Traceability Matrices (RTM) - |list of
requirements and their traces

d. Lists of TBD, TBR, and TBS issues
e. Specifications
f. Requirements measures (e.g. requirements stability).

The tool must also have configuration management capability to
provide traceability of requirements changes and ensure that only
properly authorized changes are made.

2. Each requirement must be traceable using a PUID. The PUID is an
alphanumeric assigned to each requirement. The alphanumerics
employed are similar to acronyms to provide an easily recognizable
identification of the specification for the requirements statements.
This is particularly useful when requirements statements are extracted
from many specifications as part of the audit process. The numeric
portion is assigned within individual documents.

3. The specification tree (see Section 4.2.2.6) provides the framework for
parent-child vertical traceability (tree-down or tree-up) used for
specifications. For interface documents, such as ICDs, the traceability
is, in some cases, over several levels. Thus, the specification tree does
not adequately portray interface traceability. Therefore, the
requirements tool must have capability for bi-directional traceability
top-down and to verification plans and procedures.
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4. The functions and sub-functions for which each system area is
responsible, and the top level system requirements associated with
those functions, must be identified and documented in the traceability
tool. The process for identifying sub-functions and allocating
requirements to those functions is described in Section 4.12.2,
Functions-Based Systems Engineering Method. As with requirements, a
PUID is assigned to each of the functions (system actions) and sub-
functions, and the functional/performance requirements to be
associated with each function are identified and captured in the
database. Finally, each function and sub-function is allocated to an
element in the system architecture, and the related information is
captured in the database.

5. The most difficult part of requirements flowdown can be the
derivation of new requirements, which often involves a change in the
parameters as appropriate to the level in the hierarchy (e.g., targets
per sq. mi — a system parameter — has little meaning to the hardware
designer). Each branch of the system tree may be decomposed to a
different level, depending on the complexity and the system
acquisition approach (e.g., make or code everything or use suppliers or
subcontractors for one or more branches). At the lowest Cl level to be
defined, the parameters specified must be relevant to that particular
item (hardware, software, or composite) and provide adequate
direction to the designer. The derivation and decomposition activity is
repeated at each level of the requirements hierarchy until the
appropriate level is reached.

6. The specifications should be reviewed and audited as they are
produced to verify that the allocation activity is correct and complete.
As such, the Requirements Database should be capable of generating
status and audit reports that contain the flowdown of requirements
statements. These reports allow Systems Engineers to identify
proposed corrections and changes, and process them through the
proper approval channels.

As the system life cycle proceeds, increasing effort will be directed
toward verification that the demonstrated capability of the system
meets its requirements as expressed in specifications. The
requirements/traceability database plays a major role in this by
incorporating the verification data in its attribute files, either directly
or by pointer to other databases where the data are located. Status
reports on verification progress, progress in eliminating undefined
requirements (TBD/TBR/TBS), and requirements changes can be
obtained by sorting the appropriate attribute listings.
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7. Once allocations are verified, RTMs are generated directly from the
database and maintained under configuration management control.
These matrices are used as part of the audit process.

Traceability is achieved when all requirements at a particular level of the
system hierarchy have been placed in the database and traced up and down, as
appropriate. A complete set of allocated requirements should be found in
specifications, with an RTM. The following measures are often used to gauge
the progress and completion of the allocation and traceability activity:

1. Number and trends of requirements in the database
2. Number of TBD, TBR, and TBS requirements

3. Number (or percent) of system requirements traceable to each lower
level and number (percent) of lower level requirements traceable back
to system requirements.

4.2.2.8 Generate the System Specification
The system specification is a baseline set of complete, accurate, non-
ambiguous system requirements, recorded in the requirements database and
accessible to all parties. To be non-ambiguous, requirements must be broken
down into constituent parts in a traceable hierarchy such that each individual
requirement statement is:

e (Clear, unique, consistent, stand-alone (not grouped), and verifiable
e Traceable to an identified source requirement
e Not redundant, nor in conflict with, any other known requirement

¢ Not biased by any particular implementation.

These objectives may not be achievable using source requirements. Often
requirements analysis is required to resolve potential conflicts and
redundancies and to further decompose requirements so that each applies only
to a single system function. Use of an automated requirements database will
greatly facilitate this effort, but is not explicitly required.

During the Requirements Analysis Process, it is often necessary to generate a
“snapshot” report of clarified system requirements. To aid this process, it may
be desirable to create a set of clarified requirement objects in the
requirements database with information providing traceability from their
corresponding originating requirement. Clarified requirements may be grouped
as functional, performance, constraining, and non-functional.
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4.3 Architectural Design Process
4.3.1 Overview

4.3.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Architectural Design Process is to synthesize a
solution that satisfies system requirements.

This process encapsulates and defines areas of solution expressed as a
set of separate problems of manageable, conceptual and, ultimately,
realizable proportions. It identifies and explores one or more
implementation strategies at a level of detail consistent with the
system’s technical and commercial requirements and risks. From this,
an architectural design solution is defined in terms of the requirements
for the set of system elements from which the system is configured. The
specified design requirements resulting from this process are the basis
for verifying the realized system and for devising an assembly and
verification strategy. 16

4.3.1.2 Description
The Architectural Design Process is iterative and requires the participation of
systems engineers joined by relevant specialists in the system domain. When
alternative solutions present themselves, technical analysis and decisions are
made as part of this process to identify a set of system elements. Figure 4-9 is
the context diagram for the Architectural Design Process.
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Figure 4-9 Context Diagram for the Architectural Design Process
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4.3.1.3 Inputs
Inputs to the Architectural Design Process include the following:

The primary input to the Architectural Design Process is the project
baseline documented during the Requirements Analysis and
Stakeholder Requirements Definition Processes:

—  Concept Documents

—  System Requirements

—  System Functions

—  System Functional Interfaces

—  Specification Tree

—  System Specification

—  Updated RVTM

—  System Requirements Traceability.

Life Cycle Constraints — Life-cycle related items that may influence the
system design and architecture. A constraint is a limitation or implied
requirement that constrains the design solution or implementation of
the SE process and is not changeable by the enterprise.” Constraints
include:

— Implementation Constraints on Design
— Integration Constraints on Design

— Verification Constraints on Design

— Transition Constraints on Design

— Validation Constraints on Design

— Operation Constraints on Design

— Maintenance Constraints on Design

— Disposal Constraints on Design.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations
Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans
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Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure

Project Infrastructure.

4.3.1.4 Outputs
The result of the Architectural Design Process is an architectural design that is
placed under configuration management. This baseline includes:

TPM Needs —TPMs'! are measures tracked to influence the system
design (see Section 5.7.2.4)

TPM Data — Data provided to measure the TPMs

System Architecture Description — Description of the system
architecture, typically presented in a set of architectural views, along
with documented justification for concept selections

Interface Requirements — Interface requirements supporting a plan for
system integration and verification strategy

System Element Requirements — Allocated and derived requirements
assigned to system elements and documented in a traceability matrix

System Element Descriptions — Detailed system element descriptions

System Element Requirements Traceability — All system element
requirements should have bi-directional traceability, including to their
source, such as the originating system requirements.

4.3.1.5 Process Activities
The Architectural Design Process includes the following activities:

Define the Architecture

— Define a consistent logical architecture — capture the logical
sequencing and interaction of system functions or logical
elements.

—  Partition system requirements and allocate them to system
elements with associated performance requirements —
Evaluate COTS solutions that already exist.

— ldentify interfaces and interactions between system elements
(including human elements of the system) and with external
and enabling systems.
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— Define V&V Criteria for the system elements.
Analyze and Evaluate the Architecture
— Evaluate COTS elements for compatibility with the design.

—  Evaluate alternative design solutions (see Section 5.3) using
the selection criteria defined in Section 4.3.2.2.

— Support definition of the system integration strategy and
plan (to include human systems integration [HSI]).

Document and Maintain the Architecture

— Document and maintain the architectural design and relevant
decisions made to reach agreement on the baseline design.

—  Establish and maintain the traceability between requirements
and system elements.

Common approaches and tips:

4.3.2

Modeling techniques, such as SysML™ (see Section 4.12.3), are useful
in deriving a logical architecture.

IPDTs (see Section 5.1.2.3) facilitate in-depth analysis and review;
working together as a team helps break down communications silos
and facilitates informed decision-making.

Architecture and Design Patterns can be useful for establishing a
system framework.

System elements can be developed in a top-down partitioning exercise
that allocates the functional and non-functional elements to physical
or virtual system elements. Ideally, interface requirements between
these system elements are minimized. At the same time, COTS or
previously developed system elements are considered within the
constraints of the contracting strategy.

During this process, consider emergent properties, feature
interactions, and human-system interactions.'®

Elaboration

4.3.2.1 Architectural Design Concepts

In his book Systems Analysis, Design and Development, Charles Wasson states,
“System, product, or service architectures depict the summation of a system’s
entities and capabilities at levels of abstraction that support all stages of

deployment, operations, and support.

"1 As such, developing the system
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architecture is one of the most important responsibilities of the systems
engineer. The overall objective is to create a System Architecture (defined as
the selection of the types of system elements, their characteristics, and their
arrangement) that meets the following criteria:

1. Satisfies the requirements (including external interfaces)
2. Implements the functional architecture

3. Is acceptably close to the true optimum within the constraints of time,
budget, available knowledge and skills, and other resources

4. Is consistent with the technical maturity and acceptable risks of
available elements.

Good SE practice considers multiple candidate system solutions, including
multiple views of a single architecture (such as advocated by Zachman®**! and
required by DODAF and MODAF) as well as multiple competing architectures.
Figure 4-10 illustrates this concept by considering two architectural alternatives
that are significantly different in their approach to meeting stakeholder
requirements for intercontinental telephone communication. Note that the
User ConOps is the same for both concepts, while the System ConOps will be
quite different for each system.

Land Line

-

/ A3
Underground Cable
Underwater Cable
Concept #1 Concept #2
Wireless Wireline
Communication via Communication .
Satellite

Figure 4-10 Example of Alternative Architectural Concepts

This illustration correctly implies that there is no unique solution to satisfying
user requirements. Hence, the system architecture is critical because it
provides the framework for system development.

Creating an effective system architecture draws on the experience, intuition,
and good judgment of the team to devise an appropriate solution. As Rechtin
and Maier define it, systems architecting builds on four methodologies:*
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¢ Normative (solution-based), such as building codes and
communication standards.

e Rational (method-based), such as systems analysis and engineering.

e Participative (stakeholder-based), such as concurrent engineering and
brainstorming.

e Heuristic (lessons-learned), such as “Simplify. Simplify. Simplify.”

Because systems architecting is a creative process, and because intuition and
experience play such an important role, the systems engineer must pay
attention to situations where past experience and intuition have been a
handicap. The Innovator’s Dilemma,” by Clayton Christensen, sets forth the
benefit of making creative use of past experience with an example from the
computer hard disk drive industry, in which experience had been a key factor
to the growth of companies that dominated the hard disk market. Christensen
highlights the transition difficulties faced by companies making large disks and
their inability to capture any market share when the industry moved to smaller-
size disks. According to Christensen, no manufacturer made a successful
transition from a 14-inch (35.6 cm) disk to the 8-inch (20.3 cm) disk;
consequently, a whole new set of companies dominated that market. This was
repeated as the sizes dropped from 8 to 5-% to 3-% to 2-%: to 1.8 inches. This
sequence started in the 1980s and is continuing today with the introduction
and evolution flash drives. In each of these transitions, the established
companies lost out, in part because their established user base was locked-in to
the older architecture, and in part because their entire organization from SE to
marketing to manufacturing to executive management was unable to see the
new vision.

Architectural design is strongly focused on analysis of alternatives and is part of
the overall system definition that includes Stakeholder Requirements Definition
(see Section 4.1), Requirements Analysis (see Section 4.1.2.6), and Decision
Management (see Section 5.3) processes. An initial set of functions is defined
to carry out the system’s overall mission. Requirements are derived to quantify
how well the functions must be performed and to impose constraints on the
system. An architecture is then chosen to implement the functions and satisfy
the requirements and constraints. The realities of a practical architecture may
reveal a need for additional functional and performance requirements,
corresponding to architecture features necessary for wholeness of the design,
but not invoked by the original set of functions. Similarly, the initial functional
and performance requirements may prove infeasible or too costly with any
realizable architecture. Consequently, the process involves the mutual,
iterative adjustment of functions, requirements, and architecture until a
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compatible set has been discovered. The Architecture Design Process flows as
shown in Figure 4-11.

Define/Refine
System |49 | Analyze Concepts
Architecture * Trade Studies
Alternatives * QFD . Select Preferred Define/Refine and
* -S!Ulodeh_ng & System Integrate System
L 4 ; :’rgurflg:;::nce Architecture Physical
Synthesize Analysis Solution Configuration
Multiple - etc
System - *etc
Architectures

QFD = Quality Function Deployment

Figure 4-11 System Architecture Synthesis Process Flow

The Architectural Design Process is essentially a tradeoff, performed at a grand
scale, leading to a selected system architecture baseline as the final output.
The objective is to select the best alternative from among a set of System
Architecture candidates, which have been constructed in a manner that
ensures (with reasonable certainty) that one of the candidates is acceptably
close to the true (usually unknowable and unattainable) optimum.

The limitations of text necessitate a sequential description of process activities,
although in practice, the process usually proceeds in a highly-interactive,
parallel manner with considerable iteration. In addition, for clarity and
completeness, a rather formalized description of each activity is provided in the
sections that follow. For large projects, with numerous participating
organizations at separate locations, the process may require a high level of
formality and discipline for coordination and concurrence, whereas a small
unified team can operate in a much more informal manner. ISO/IEC 42010,
Architecture Description, contains a valid definition for an architecture
description.

4.3.2.2 Define Selection Criteria

Selection criteria are the quantifiable consequences of system implementation
and operation. They are derived from the system requirements, ConOps, and
functional architecture, and from programmatic considerations, such as
available resources (financial and otherwise), acceptable risk, political
considerations, and the updated business case for the system. This activity is
conducted by SE with involvement from specialists, as necessary, to support
the definition of selection criteria and the modeling and analysis used to make
the selection. Selection criteria include:
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1. Measures of the system’s ability to fulfill its mission as defined by the
requirements

2. Ability to operate within resource constraints
3. Accommodation of interfaces

4. Ability to adapt to projected future needs and interoperating systems
(i.e., system robustness)

5. Costs (economic and otherwise) of implementing and operating the
system over its entire life cycle

6. Side effects, both positive and adverse, associated with particular
architecture options

7. Measures of risk
8. Measures of quality factors

9. Measures of subjective factors that make the system more or less
acceptable to customers, users, or clients (e. g., aesthetic
characteristics).

4.3.2.3 Define/Refine System Element Alternatives
The purpose of this activity is to identify and refine a set of element options
(including all the hardware, software, information, procedures, interfaces, and
people that make up the system), one level down from the top of the system
hierarchy. These options constitute a set of building blocks from which System
Architecture options will be assembled and, in general, should satisfy the
following criteria:

e With reasonable certainty, spans the region of design space that
contains the optimum

e Supports analysis that efficiently closes on the optimum

e Contains all relevant design features necessary to provide a firm
baseline for the subsequent round of system definition at the next
level of detail.

The system element definition activity is led by SE with major support from
hardware and software design and operations. Other engineering support
disciplines participate, as appropriate, to support the definition of system
element options, in particular, to anticipate issues that will become important
later in the system definition and design process. Within the framework of
concurrent engineering, all disciplines are kept informed as the process
unfolds. Specific comments may be solicited, and any discipline is free to
contribute at any time. The objective is to include all disciplines in identifying
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design drivers, defining selection criteria, and detecting show-stoppers. In
addition, participation in these earlier stages of system definition lays the
groundwork for knowledgeable contributions later in the process.

The following steps, although listed in sequential order, are highly interactive
and usually evolve in a parallel and iterative manner.

1. Create a list of the elements that will make up the system. — These
may be derived from the functional requirements or from a
decomposition of the existing system architecture. Additional sources
for identifying system elements include:

* Business case for the system, including cost and schedule
goals or hard limits

e Requirements and Life-Cycle Operational Concept, Functional
Architecture

e Technology (available and emerging), and technical
constraints

e Examples of existing systems or elements which perform
similar functions

e System-dependent ConOps unique to each concept.

The initial version of this list of elements may be considered
preliminary, and will mature as the process is iterated.

2. ldentify a set of option descriptors for each element in the list. — These
are the definitive attributes (design features and parameters) that
distinguish one element option from another. The descriptors are the
minimal set of significant element characteristics that allows a unique
identification for every element choice in the design space.

3. Define the envelope of design space (range of design features and
parameter values) that is to be scanned.

4. Develop a process to generate a range of element options, providing
both diversity of element types and range of design parameters within
a given type. — This includes demonstrating that the range of element
options created is both exhaustive and lean:

*  Exhaustive — no good options have been left out and the
optimum is somewhere within the envelope of options under
consideration (the definition of optimum includes satisfaction
of all requirements and factors, such as acceptable design
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maturity, compatibility with the development schedule,
minimum cost, acceptable risk, etc.).

e Lean — the number of options to be analyzed is small enough
to support efficient selection and closure on the optimum.

The range of element options in the set may be defined by either (1)
expanding a range of various types of elements representing diverse
approaches to implementing the system functions (e.g., if the function
is communications, the types of elements might include microwave
relay, satellite link, or fiber optics), or (2) considering variations of
design parameters within any given element type (e.g., number and
thrust level of chambers needed to produce a required total thrust for
a launch vehicle).

Borrow from similar existing systems or create new element options
through application of the appropriate structured creativity methods.
— Some useful methods include brainstorming, morphological analysis,
synectics, (see Adams>* and other references on structured creativity),
literature search, surveys, inventory of existing concepts, and vendor
inquiries. Any element previously defined or inferred by the
Requirements Analysis, Concept Documents, or Functional Analysis
must be included.

Generate a set of element options that populates the design space
envelope. — In general, the options selected should satisfy all
requirements, but it is useful to include some that may challenge the
requirements in ways leading to a better system concept. This includes
relaxing requirements of marginal utility or are costly to implement, or
extending requirements where added capability can be purchased
cheaply.

Develop the attendant data describing each element option and its
interfaces with other elements, as needed, to support the selection
process and subsequent system definition activity. — These data
should include estimates for cost, performance, development time,
and risk descriptions for each option.

The result of performing this activity is a set of element options with
descriptive and supporting documentation that provides:

1.
2.

Set of descriptors that define the dimensions of the design space.

Set of element options, each characterized by a description of its salient
features, parameter values, and interactions with other elements as
necessary to characterize it for analysis and as a potential baseline Cl.
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This can take the form of diagrams, schematics, concept drawings,
tabular data, and narrative.

3. Supporting documentation of the rationale that justifies the selection
of the descriptors, the design space envelope, and the menu of
element options.

4. Identification of design drivers (i.e., a limited set of top-level
parameters that dominate definition of the design), definition of
selection criteria related to elements that will be used in the evaluation
process, and detection of issues that contain possible show-stoppers.

5. Documented assurance, with reasonable certainty for the set of
options as a whole, that a basis has been established for efficient
selection of the optimum architecture. This should include assurance
that the options selected will meet the requirements, that the optimum
is somewhere within the range of options to be analyzed, that the
optimum can be found quickly and with reasonable certainty, and that
the descriptive data (features and parameters) are adequate to support
subsequent system definition work.

The following measures are used to gauge the progress and completion of the
system element definition activity:

1. Technical performance, schedule spans, costs, and risk estimates for
each alternative

2. Evidence that each alternative is consistent with the business case for
the system.

Quality Functional Deployment (see Section 4.2.2.4, Figure 4-7) provides a
framework to organize the data and verify the completeness of the analysis.

4.3.2.4 Synthesize Multiple System Architectures

Synthesizing a system architecture consists of (1) selecting the types of system
elements that comprise the system (created by the activity described above),
(2) assessing their characteristics, and (3) determining an effective
arrangement that fits within the design space of possible System Architecture
arrangements of those elements. The objective is to provide a set of candidate
System Architecture options from which a final optimized and robust System
Architecture will be selected or evolve.

This activity is led by SE with major support from teams responsible for
hardware and software design, operations, human factors, producibility,
logistics, safety, and others. Other engineering support disciplines participate,
as appropriate, to support the definition of system element characteristics and
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creation of arrangement options, and in particular, to anticipate issues that will
become important later in the system definition and design process. Key tasks
associated with this activity are as follows:

1. Assemble candidate System Architectures. —

a.

Examine the System Architecture of existing systems that
perform similar functions and adopt, in existing or modified
form, any architectures that appear suitable.

Generate system architecture options by combining elements
from the set of element options. For each top-level system
function, identify a range of means by which is the architecture
will be implemented (choice of implementing element type or
design), and build a set of integrated system concepts that
incorporate all the element choices. The methodology should
rule out absurd or obviously non-optimal combinations of
elements, and seek particularly appealing new combinations of
the elements. Some useful methods include brainstorming,
morphological analysis, synectics, literature search, surveys,
inventory of existing concepts, and vendor inquiries.

2. Verify that the resulting System Architecture options meet the
following criteria:

a.

b.

e.

f.

Perform all the functions of the system
Capable of meeting requirements
Satisfies all constraints

Resource usage is within acceptable limits
Elements are compatible

All interfaces are satisfied.

3. Ensure in-process validation by involving the customer or user in this
process.

4. Screen the set of System Architecture options generated so far,
retaining only a reasonable number of the best. — Modify the options

as

necessary to distribute them with reasonable separation

throughout the most promising region of the design space. If some
promising regions of design space are poorly represented, create more
options to fill the void.

The INCOSE website contains a list of current references of applicable tools for
accomplishing this activity. Quality Functional Deployment (see Section 4.2.2.4,
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Figure 4-7) provides a framework to organize the data and verify the
completeness of the analysis. Others include but are not limited to:

System Hierarchy (functional decomposition)

FFBD and Integrated Definition for Functional Modeling (IDEF)
diagrams

System Schematic
N’ Chart
Operational Scenario and System ConOps documents

Kepner-Tregoe Analysis (KTA) and Analytic Hierarchy Process (AHP)
models (e.g. Expert Choice)

Decision Trees.

The result of this effort is a set of System Architecture options that spans the
region of design space containing the optimum, with sufficient descriptive and
supporting documentation. Specific products include:

For each System Architecture option, identification of the elements
making up that option, their arrangement, the interactions among the
elements, and a description of the salient features and parameter
values, as necessary, to characterize the option for analysis and as a
potential System Architecture baseline. This can take the form of
diagrams, schematics, concept drawings, tabular data, and narrative.
The ConOps should also be created for each candidate System
Architecture (see Section 4.1.2.5).

Documentation of the rationale which justifies the selection of the set
of options.

Documented assurance, with reasonable certainty for the set of
candidate System Architecture options as a whole, that (1) the set
spans the region of design space that contains the optimum, (2) the
selected set will support efficient selection and closure on the
optimum, and (3) the descriptive data (features and parameters) are
adequate to support subsequent system definition work.

The following measures are used to gauge the progress and completion of the
architecture synthesis activity:

1.

Technical performance, schedule spans, costs, and risk estimates for
each alternative
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2. Evidence that each alternative is consistent with the business case for
the system.

4.3.2.5 Analyze and Select Preferred System Architecture/Element
Solution

The objective of this activity is to select or evolve the preferred System
Architecture from the set of System Architecture options developed in the
previous activities. The selection of the preferred System Architecture is
essentially a tradeoff among the various architecture options, using the
tradeoff process with modeling. It includes the possibility of combining the best
features of several options and modifying top contenders to further improve
their desirability. The selected baseline System Architecture should be robust
(i.e., allows subsequent, more detailed system definition to proceed with
minimum backtracking as additional information is uncovered) and acceptably
close to the theoretical optimum in meeting requirements, with acceptable risk
and within available resources.

1. Create models that map each option’s characteristics onto measures
of success against the criteria. — The models should be as objective
and analytical as possible. However, to economize on the expended
effort, the detail, depth of fidelity, and precision of the models need
be sufficient only to clearly distinguish between the options (i.e., the
models are used only to produce a clear ranking of the options and
not as a design tool). Modeling, simulation, and prototyping are
addressed in detail in Sections 4.3.2.6 and 4.12.1.

2. Use Trade Studies methods to compare and rank the options. —
Frequently, a simple weighted scoring spreadsheet, with subjective
evaluation of options against the criteria, will be adequate. With this
method, the criteria are of two types: go/no-go criteria that must be
met, and criteria used to evaluate the relative desirability of each
option on a proportional scale. The go/no-go criteria are applied first
as an initial screening. Any option that fails any of these criteria is
ruled out of further consideration. Other useful tools include:

a. KTA and AHP models (e.g. Expert Choice)
b. Software for Multi-Attribute Utility Analysis (MAUA)

c. Models for converting option parameters to scores against
criteria.

3. Modify options or combine the best features of several options to
correct shortcomings and advance the capability of the leading
contenders. — Consider doing a Force Field Analysis and mitigation
analysis to help in making decisions. Also, look for adverse
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consequences and potentially unacceptable risks associated with the
top contenders, then either correct such conditions or eliminate
options that cannot be corrected.

4. Perform sensitivity analysis to test the robustness of the final
selection. — Examine the effects of variation in the definitions and
application of the criteria, the methods of analyzing and evaluating the
options, and any assumptions inherent in the analysis. Also look for
plausible scenarios that could result in a different selection. If two or
more of the options are closely ranked or the ranking can be changed
by plausible means, then look for ways to arrive at a clear decision by
strengthening the options or improving the selection method, perhaps
by expanding the set of criteria.

5. Document the process. — Provide a clear description of how each step
is implemented, justify all choices made, and state all assumptions.

The result of this effort is a System Architecture baseline, with sufficient
descriptive and supporting documentation. Specific products include:

e The selected System Architecture baseline.

e |dentification of the elements (type and principle design
characteristics), their arrangement, the interactions among the
elements, and a description of the system’s salient features and
parameter values, as necessary to characterize the System
Architecture baseline. This can take the form of diagrams, schematics,
concept drawings, operational and life-cycle scenarios, tabular data,
and narrative.

e Documentation of the selection process to:
— Justify the selection
— Enable its review

— Support subsequent system development, modification and
growth throughout its life cycle.

e Documented assurance, with reasonable certainty, that the selected
System Architecture baseline is adequately close to the theoretical
optimum, that it is robust, and that the descriptive data (features and
parameters) are adequate to support subsequent work.

The following measures are used to gauge the progress and completion of the
preferred architecture selection activity:

110
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

1. Completeness of the selection criteria mentioned in paragraph 1 of
the recommended activities

2. Completeness of the documentation.

4.3.2.6 Model, Simulate, and Prototype System Architectures
Modeling, simulation, and prototyping used during architecture design can
significantly reduce the risk of failure in the finished system. These techniques
enable the development of complex and costly enabling systems, such as a
flight simulator or a high-volume production line, that allow validation of the
system’s concepts or supports training of personnel in ways that would
otherwise be cost prohibitive. Systems engineers use modeling and simulation
on large complex projects to manage the risk of failure to meet system mission
and performance requirements. This form of analysis is best conducted by
subject matter experts who develop and validate the models, conduct the
simulations, and analyze the results. A detailed discussion of these cross-
cutting techniques appears in Section 4.12.1.

4.3.2.7 Define, Refine, and Integrate System Physical Configuration
After the System Architecture has been selected, sufficient detail must be
developed on the elements to (1) ensure that they will perform as an
integrated system within their intended environment and (2) enable
subsequent development or design activity, as necessary, to fully define each
element. The objective is to allow the further definition of each Cl to proceed
on its own, in parallel with all the others. As such, systems engineers integrate
the selected system architecture baseline and Cls, the customer’s definition of
external interfaces, and available technical data on interfacing items to
establish the physical, software, and operational implementations at the next
level of detail for all elements in the selected architecture. Additionally,
interface parameters and, to the degree possible for the current stage of
development, the values of those parameters are identified.

The recommended method is to establish a systematic framework for
identifying interfaces and tracking descriptive data, acquiring updates as they
occur, and displaying a consistent set of data in a uniform format to concerned
parties. Useful tools for completing this process include N* charts, system
schematics, interface diagrams, tables, and drawings of detailed interface data.

This activity can be led either by SE or by Design Engineering, depending on the
technical maturity of the design at the time. In either case, the discipline not in
the lead has a strong supporting role. Specific roles and responsibilities for this
activity are as follows:
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e Systems Engineering — provides the process for generating and
selecting options for each Cl, performs analyses and trades, identifies
and coordinates interfaces, integrates the results, and ensures that all
requirements are implemented.

e Design Engineering — creates design options for Cls and their
arrangement as a system, develops technical definition data, performs
analyses and trades, and documents design decisions.

e Supporting Disciplines — propose options for Cls or their features,
monitor implementation of requirements in each specialty area, and
review the results of the system definition process.

This activity often proceeds in parallel with the Define, Derive, and Refine
Functional/Performance Requirements activity as system development and
design proceeds into a more detailed level of definition. The steps to define,
refine, and integrate the system physical configuration are as follows:

1. Create a system-level description of system operation, using
appropriate tools and notation, to enable a thorough analysis of the
system’s behavior at the interfaces among all of its elements. This
includes preparing system interface diagrams for each interface.

2. Enter the available data about the elements into the system-level
description. — Obtain interface identification and definition from design
engineering and supporting disciplines. Determine what additional data
are needed in order to support analysis of system operation.

3. Perform design activity on the elements as needed to provide the
additional data needed for the system-level description (see Task 2).

4. Perform liaison with customer representatives regarding definition of
interfaces with the system’s operating environment throughout its life
cycle.

5. Analyze system operation to verify its compliance with requirements.
Modify elements and system architecture, and resolve interface issues
as needed to bring the result into compliance.

The result of this activity is a selected set of design concepts for Cls (including
selected technologies, configurations, design parameter values, and
arrangements) to implement all of the system elements as an integrated
system. This includes documented definitions of all system interfaces and
documented justification for the selected concepts.

The following measures are used to gauge the progress and completion of the
preferred architecture selection activity:
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1. System requirements not met (if any) by selected concept.

2. Number or percent of system requirements verified by system
operation analyses.

3. Number of TBD/TBR requirements in system architecture or design.
4. Number of interface issues not resolved.

5. Percent of identified system elements that have been defined.

4.3.2.8 Implement Requirements and Design Feedback Loops

Design is the process of defining, selecting, and describing solutions to
requirements in terms of products and processes. A design describes the
solution (conceptual, preliminary, or detailed) to the requirements of the
system. Synthesis is the translation of input requirements (including
performance, function, and interface) into possible solutions satisfying those
inputs. Synthesis defines a physical architecture of people, product, and
process solutions for logical groupings of requirements and then designs
architectures for those solutions. This section describes the iterations and
feedback (“loops”) between the requirements and design activities. The loop is
also an integrated process to refine the requirements.

The key participants in carrying out the requirements and design feedback
loops are SE, with support from design, manufacturing, specialty engineering,
and materials and processes engineering. The role of SE is to ensure that the
proper inputs and feedback to hardware and software are occurring at the
system and lower levels. Inputs include the outputs from the previous stage,
the results of Requirements Analysis Process, the project baseline, and any
proposed changes (initiated by customer or internally from requirements and
design analyses, new technology or test results).

The result of these feedback loops is system and lower-level designs that are
properly allocated to hardware and software and thoroughly audited to ensure
that they meet requirements and are consistent with established
manufacturing practices.

Systems engineering activities conducted in implementing Requirements and
Design Feedback Loops are as follows:

1. Determine how the SE process is tailored (see Chapter 8) for different
levels of the project. — This SE task is performed in conjunction with
project management and determines the amount and detail of SE to
be performed at each level. This should be established early in the
project and is covered in the Systems Engineering Plan (SEP; see
Section 5.1.2.2).
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2. Audit the system requirements. — Audits occur at various levels, from
peer reviews against requirements in specifications to design reviews,
both informal and formal. The results of the audits serve as feedback
to previous SE activities, which may cause changes in requirements at
any level. The output of any process stage becomes input to the next
stage and should include an audit trail of requirements, designs, and
decisions.

3. Conduct design reviews at the appropriate points in the development
effort. — Some of these design reviews can be part of formal decision
gates. Results of these design reviews should be flowed back into the
requirements develop process.

4. lterate between systems (i.e., hardware and software), design, and
manufacturing functions. — SE should ensure that Integrated Product
and Process Development (IPPD) engineering is taking place. This may
be by chairing an IPDT, or by being a member of one. In either case, it
is the responsibility of SE to ensure that all necessary disciplines in the
project are participating in any stage. SE consults on all stages of the
project to provide the traceability and flowdown of the customer’s
needs and requirements. As necessary, SE will conduct producibility
meetings and producibility trade studies to determine production
methods and materials.

5. Audit the design and manufacturing process. — After the build-to
decision gate, SE audits the design (hardware and software) and
manufacturing processes to ensure compliance with requirements.
Audits occur at various levels, from peer reviews to design reviews,
both informal and formal. This provides feedback to the requirements
and design functions.

6. Iterate with other parts of the SE process. — As indicated above, SE
ensures that all the elements of the SE process are executed.

7. Interface with specialty engineering groups and subcontractors to
ensure common understanding across disciplines. — This is part of the
SE role in ensuring that IPPD engineering is being performed on the
project.

8. Update models as better data becomes available. — SE should always
ensure that models are up to date.

Standard Configuration Management processes document a baseline that is
consistent with the output of the project. Alternatively, SE should create a
baseline document that contains drawings, specifications, published analyses,
and deliverable documents to show the current baseline. Care should be taken
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to ensure that all internal and external interfaces and interactions are included.
Proposed and actual changes to the project baseline can also prompt a
feedback loop to be invoked.

The results of this activity include a new project baseline consisting of
requirements, specifications, and a producible design that has been audited to
ensure compliance with requirements.

The following criteria indicate completion of the requirements and design
feedback activity:

e  Successfully establish project baseline
e Completion of requirements audits

e Completion of design audits.
4.4 Implementation Process
4.4.1 Overview

4.4.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Implementation Process is to realize a specified
system element.

This process transforms specified behaviour, interfaces and
implementation constraints into fabrication actions that create a
system element according to the practices of the selected
implementation technology. The system element is constructed or
adapted by processing the materials and/or information appropriate to
the selected implementation technology and by employing appropriate
technical specialties or disciplines. This process results in a system
element that satisfies specified design requirements through
verification and stakeholder requirements through validation.”

In short, the Implementation Process designs, creates, or fabricates a system
element conforming to that element’s detailed description. The element is
constructed employing appropriate technology and industry practices.

4.4.1.2 Description

During the Implementation Process, engineers follow the requirements
allocated to the system element to design, fabricate, code, or build each
individual element using specified materials, processes, physical or logical
arrangements, standards, technologies, and/or information flows outlined in
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detailed drawings or other design documentation. Requirements are verified
and stakeholder requirements are validated. If subsequent configuration audits
reveal discrepancies, recursive interactions occur with predecessor activities or
processes, as required, to correct them. Figure 4-12 is the context diagram for
the Implementation Process.
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Figure 4-12 Context Diagram for the Implementation Process

4.4.1.3 Inputs
The inputs to the Implementation Process include the following:

e The primary inputs to the Implementation Process are the system
architecture and element baseline documented during the
Architectural Design Process and other information generated in the
Requirements Analysis and Stakeholder Requirements Definition
Processes, including:

—  Concept Documents

—  Validation Criteria

—  Verification Criteria

—  System Architecture

— Interface Requirements

—  System Element Requirements
—  System Element Descriptions

—  System Element Requirements Traceability.
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This process is governed by the following controls and enablers:

Applicable Laws and Regulations
Industry Standards — relevant industry specifications and standards

Agreements — terms and conditions of the agreements, especially
those related to packaging, handling, storage, and transportation
(PHS&T) and initial operator training

Project Procedures and Standards — including project plans
Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms including safety
practices and other guidelines

Organization/Enterprise Infrastructure
Project Infrastructure

Implementation Enabling Systems — examples include unique facilities
for hardware fabrication and software development.

4.4.1.4 Outputs
Outputs of the Implementation Process include the following:

Implementation Strategy — May also include inputs to determine
integration constraints

Implementation Enabling System Requirements — Requirements for
any systems needed to enable implementation of the system-of-
interest need to be developed

Implementation Constraints on Design — Any constraints on the design
arising from the implementation strategy

System Elements — Verified, validated, and supplied according to
agreement

System Element Documentation, including:
— Detailed drawings, codes, and material specifications

— Updated design documentation, as required by corrective
action or adaptations caused by acquisition or conformance to
regulations

Operator/Maintainer ~ Training — Training capabilities and
documentation
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e Initial Trained Operators and Maintainers — Staff of trained operators,
maintainers, and support personnel, according to the agreement.

4.4.1.5 Process Activities
Implementation Process activities begin with detailed design and include the

following:

e  Plan the Implementation

Develop an Implementation Strategy - Define
fabrication/coding procedures, tools and equipment to be used,
implementation tolerances, and the means and criteria for
auditing configuration of resulting elements to the detailed
design documentation. In the case of repeated system element
implementations (such as for mass manufacturing or
replacement elements), the implementation strategy is
defined/refined to achieve consistent and repeatable element
production and retained in the project decision database for
future use.

e  Perform Implementation

Develop data for training users on correct and safe procedures
for operating and maintaining that element — Either as a stand-
alone end item or as part of a larger system.

Complete detailed product, process, material specifications
(“Build-to” or “Code-to” documents) and corresponding
analyses and produce documented evidence of Implementation
compliance — Specifically, these tasks are as follows:

=  Conduct peer reviews and testing — Inspect and verify
software for correct functionality, white box testing, etc.
in accordance with software/hardware best practices.

=  Conduct hardware conformation audits — Compare
hardware elements to detailed drawings to ensure that
each element meets its detailed specifications prior to
integration with other elements in higher Cls or
assemblies.

Prepare initial training capability and draft training
documentation - to be used to provide the user community
with the ability to operate, conduct failure detection and
isolation, and maintain the system as appropriate.

Prepare a hazardous materials log, if applicable.
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— Train initial operators and maintainers on the use of elements
that provide a human-system interface or require maintenance
actions at the element level.

Common approaches and tips:

4.4.2

Keep the IPDT engaged to assist with configuration issues and
redesign.

Inspections are a proactive way to build in quality.?®

In anticipation of improving process control, reducing production
inspections, and lowering maintenance activities, many manufacturing
firms use Design for Six Sigma or Lean Manufacturing.

Conduct hardware conformation audits or system element level
hardware verification; ensure sufficient software unit verification prior
to integration.

Validate simulations; interface simulator drivers should be
representative of tactical environments.

Elaboration

4.4.2.1 Implementation Concepts
The Implementation Process typically focuses on the following three forms of
system elements:

Hardware/Physical — Output is fabricated hardware or physical
element

Software — Output is software code and executable images

Humans (Operators & Maintainers) — Output is procedures and
training.

The Implementation Process can support either the adaptation or realization of
system elements. For system elements that are reused or acquired, such as
COTS, the Implementation Process allows for adaption of the elements to
satisfy the needs of the system-of-interest. This is usually accomplished via
configuration settings provided with the element (e.g., hardware configuration
switches and software configuration tables). Realized products have more
flexibility to be designed and developed to meet the needs of the system-of-
interest without modification.
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4.5 Integration Process
4.5.1 Overview

4.5.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Integration Process is to assemble a system that is
consistent with the architectural design.

This process combines system elements to form complete or partial
system configurations in order to create a product specified in the
system requirements.”’

This process is iterated with the V&V Processes, as appropriate.

4.5.1.2 Description
The Integration Process includes activities to perform the integration of system
elements (hardware/physical, software, and procedures) and the
demonstration of end-to-end operation (system build). System build is bottom-
up. That is, elements at the bottom of the system hierarchy are integrated and
verified first. This process verifies that all boundaries between system elements
have been correctly identified and described, including physical, logical, and
human-system interfaces and interactions (physical, sensory, and cognitive),
and that all system element functional, performance, and design requirements
and constraints are satisfied. Interim assembly configurations are verified to
ensure correct flow of information and data across internal and external
interfaces to reduce risk and minimize errors and time spent isolating and
correcting them. Figure 4-13 is the context diagram for the Integration Process.

4.5.1.3 Inputs
Inputs to the Integration Process include the following:

e Interface Requirements — Includes applicable internal and external
system element interface specifications

e  System Elements — Includes the following associated information:
—  System Element Descriptions
—  System Element Documentation

e Accepted System — If the system-of-interest includes acquired system
elements.

120
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



Inputs

- Interface Requirements
- System Element Descriptions.
- System Elements

- Systemn Element Documentation
- Accepted System

INCOSE Systems Engineering Handbook v. 3.2.2

Controls
- Applicable Laws and Regulations
- Industry Standards
- Agreements
- Project Procedures and Standards
- Project Directives

Y

Activities

- Plan Integration
- Perform Integration

INCOSE-TP-2003-002-03.2.2

October 2011

Outputs

- Integration Strategy
- Integration Enabling System

Requirements

- Integration Constraints on Design
- Integration Procedure
- Integrated System

- Interface Control Documents
- Integration Report

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

- Integration Enabling Systems

Figure 4-13 Context Diagram for the Integration Process

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure
Project Infrastructure

Integration Enabling Systems — examples include integration tools,
facilities, and verification equipment, including any integration
technology constraints.

4.5.1.4 Outputs
Outputs of the Integration Process include the following:

Integration Strategy

Integration Enabling System Requirements — Requirements for any
systems needed to enable integration of the system-of-interest need
to be developed
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e Integration Constraints on Design — Any constraints on the design
arising from the integration strategy

e Integration Procedure

e Integrated System — Completed subsystem or system ready for
verification

e Interface Control Documents (ICDs)

e Integration Report — Including documentation of the Integration
testing and analysis results, areas of non-conformance, and validated
internal interfaces.

The Integration Process may also support the updating of affected
documentation from other processes, including:

e Updated Interface Specifications

e Updated RVTM

e Updated product assembly drawings

e Updated manufacturing tool drawings.

4.5.1.5 Process Activities:
The Integration Process includes the following activities:

*  Plan Integration

Define the integration strategy

Schedule integration testing tools and facilities

®  Perform Integration

Assemble system elements according to the integration plan

Validate and Verify Interfaces — Confirm correct flow of
information across internal interfaces through “black box
testing” at each successive level of assembly

Verify and analyze assemblies — Confirm correct functionality of
assembled products through integration testing and analysis at
each successive level of assembly

Document integration testing and analysis results

Document and control the architectural baseline — Includes
capturing any modifications required during this process.
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Common approaches and tips:

e Keep the IPDT engaged to assist with configuration issues and
redesign.

e Maintain configuration control over drawings, specifications, interface
control drawings, and published analyses.

e Define an integration strategy that accounts for the schedule of
availability of system elements (including the humans that will use,
operate, maintain, and sustain the system) and is consistent with fault
isolation and diagnosis engineering practices.

4.5.2 Elaboration

4.5.2.1 Integration Concepts
The System Integration activity establishes system internal interfaces and
interfaces between the system and larger program(s). The Systems Integration
activity includes the integration and assembly of the system with emphasis on
risk management and continuing verification of all external and internal
interfaces (physical, functional, and logical).

At the top level, System Integration is performed on the system and its
elements, and on the system and interfacing external systems. The objective is
to ensure that elements are integrated into the system and that the system is
fully integrated into the larger program. The System Integration activity may
also be involved in the integration of subsystems into their elements. At lower
levels of the system hierarchy, Product Integration Teams (PITs) and Product
Development Teams (PDTs) perform integration.

A discussion of these activities is divided to address the internal interfaces
among the elements comprising the system (i.e., System Build) and the
external interfaces between the system and other systems (i.e., System
Integration with External Systems).

4.5.2.2 System Build
This process addresses the integration internal to the system (i.e., the
integration of all the elements comprising the system). System build is bottom-
up. That is, elements at the bottom of the system hierarchy are integrated and
verified first. Tasks associated with the System Build activity are as follows:

1. Obtain the system hierarchy — The system hierarchy shows the
relationship between the system segments and elements, which are
structured functionally to form the system. The activity begins with a
good knowledge of the system structure. In addition to the system
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8.
9.

hierarchy, obtain the system and ClI design specifications, functional
block diagrams, N? charts, and any other data that defines the system
structure and its interfaces.

Determine the interfacing system elements.

Ascertain the functional and physical interfaces of the system and
system elements — This will require a detailed assessment of the
functions flowing in both directions across the interfaces, such as data,
commands, and power. It will also require a detailed assessment of
the physical interfaces, such as fluids, heat, mechanical attachments
and footprints, connectors, and loads.

Organize ICDs or drawing(s) to document the interfaces and to provide
a basis for negotiating the interfaces between the parties to the
interfaces.

Work with producibility/manufacturing groups to verify functional and
physical internal interfaces and to ensure changes are incorporated
into the specifications.

Conduct internal IFWGs, as required. — These groups involve all the
relevant engineering disciplines. There may be a series of subgroups
by discipline, or one group, depending on the size and complexity of
the system.

Review test procedures and plans that verify the interfaces.
Audit design interfaces.

Ensure that interface changes are incorporated into specifications.

4.5.2.3 System Integration with External Systems
This activity addresses the System Integration external to the system (i.e., the
integration of all the system under development with interfacing external
systems). Standard Configuration Management Processes document a baseline
that is consistent with the output of the project. Alternatively, SE should create
a baseline document that contains drawings, specifications, published analyses,
and deliverable documents to show the current baseline. Care should be taken
to ensure that all internal and external interfaces and interactions are included.

IFWGs are established to review interface statements/drawings, and are a good
means of ensuring direct interaction of all parties to the interface, as discussed
above. The following tasks are conducted to integrate the system-of-interest
with external systems:
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Obtain the system hierarchy, the systems and Cl design specifications,
functional block diagrams, N charts, and any other data that define
the system structure and its interfaces.

Determine the interfacing systems by reviewing the items in step 1
above.

Obtain interfacing programs’ ICDs, SEPs, and other relevant interface
documents. The ICD is developed over a series of
meetings/teleconferences in which the representatives of each side of
the interface directly present the performance or needs for their side
of the interface. One party takes the lead to be the author of the ICD
and to ensure that copies are available to other parties before a
meeting. All parties sign the ICD when agreement has been reached,
after which it is released and comes under formal change control.

Ascertain the functional and physical interfaces of the external
systems with the subject system. This will require a detailed
assessment of the functions flowing in both directions across the
interface, such as data, commands, and power. It will also require a
detailed assessment of the physical interfaces, such as fluids, heat,
mechanical attachments and footprints, connectors, and loads.

Organize an ICD to document the interfaces and to provide a basis for
negotiating the interfaces between the parties to the interfaces.

Conduct IFWGs among the parties to the interfaces. These can be one
group covering all interfaces for a smaller program, or it can be broken
into engineering disciplines addressing the interfaces for larger
programs.

Review test procedures and plans that verify the interfaces.
Audit design interfaces.

Incorporate interface changes into specifications.

The following measures are used to gauge the progress and completion of the
systems integration task:

Percentage of released interface drawings
Percentage of completed ICDs
Percentage of approved ICDs

Number and type of interface issues resolved and unresolved.
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4.6 Verification Process
4.6.1 Overview

4.6.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Verification Process is to confirm that the specified
design requirements are fulfilled by the system.

This process provides the information required to effect the remedial
actions that correct non-conformances in the realized system or the
processes that act on it.”®

4.6.1.2 Content/Description

The Verification Process confirms that the system-of-interest and all its
elements perform their intended functions and meet the performance
requirements allocated to them (i.e., that the system has been built right).
Verification methods include inspection, analysis, demonstration, and test and
are discussed in more detail below. Verification activities are determined by
the perceived risks, safety, and criticality of the element under consideration.

The Verification Process works closely with other life cycle processes. A key
outcome of the Planning Process is the creation of project procedures and
processes that specify the forms of system assessments (e.g., conformation
audits, integration, verification, and validation) in appropriate project
documents (e.g., SEPs, schedules, and specifications). Specification of
verification criteria takes place as the requirements are written, but the
creation of a procedure to assess compliance is part of this process. Figure 4-14
is the context diagram for the Verification Process.

4.6.1.3 Inputs
Primary inputs to the Verification Process include the following:

e Project baseline documented during the Requirements Analysis and
Architectural Design Processes, including:

—  System Requirements
—  Verification Criteria
—  Specification Tree

—  Updated RVTM

— Interface Requirements
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Outputs

- Verification Strategy

- Verification Enabling System
Requirements

- Verification Constraints on Design

- Verification Procedure

- Final RVTM

- Verified System

- Verification Report

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

- Verification Enabling Systems

Figure 4-14 Context Diagram for the Verification Process

Project baseline documented during the Integration Processes,
including:

— Integrated System
— ICDs

— Integration Report.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure
Project Infrastructure

Verification Enabling Systems — examples include test facilities and
test equipment.
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4.6.1.4 Outputs
Outputs of the Verification Process include the following:

e Verification Strategy

e  Verification Enabling System Requirements — The requirements for any
systems needed to enable verification of the system-of-interest need
to be developed

e Verification Constraints on Design — ldentify any constraints on the
design arising from the verification strategy

e  Verification Procedure

e Final RVTM — The RVTM is updated accordingly, and eventually
finalized, as independent verification actions are performed

e Verified System — Completed subsystem or system ready for
verification

e  Verification Report — Including documentation of the verification
results, a record of any recommended corrective actions, Design
Feedback/Corrective Actions taken, and evidence that the system
element or system satisfies the requirements, or not.

4.6.1.5 Process Activities
The Verification Process includes the following activities:

e  Plan Verification

— Schedule, confirm, and install verification enabling systems
e  Perform Verification

—  Develop verification procedures

—  Conduct verification activities, per established procedures, to
demonstrate compliance with requirements

— Document verification results and enter data into the RVTM.
Common approaches and tips:

e The RVTM is frequently used as a single point of accountability for
tracing a requirement back to the source of the need and forward
through the life cycle to assess that the need has been met.

e Beware the temptation to reduce verification activities due to budget
or schedule overruns. — Remember the message of Figure 2-4, namely,
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that discrepancies and errors are more costly to correct later in the
system life cycle.”

e Avoid conducting verification late in the schedule when there is less
time to handle discrepancies, or too early, before development is
complete.

4.6.2 Elaboration

4.6.2.1 Verification Concepts

System verification ensures that the system, its elements, and its interfaces
conform to their requirements; in other words that “you built it right.”
Verification encompasses the tasks, actions, and activities performed to
evaluate the progress and effectiveness of the evolving system solutions
(people, products, and process) and to measure compliance with requirements.
The primary purpose of verification is to determine that system specifications,
designs, processes, and products are compliant with requirements. A
continuous feedback of verification data helps to reduce risk and to surface
problems early. The goal is to completely verify system capability to meet all
requirements prior to production and operation stages. Problems uncovered in
these stages are very costly to correct (see Figure 2-4). As such, early discovery
of deviations from requirements reduces overall project risk and helps the
project deliver a successful, low-cost system.”® Verification results are an
important element of decision gate reviews.

Verification analysis can be initiated once a design concept has been
established. If an RVTM is used, each requirement has a verification activity
associated with it. A unique requirements identifier can be used for traceability
to the verification plans, verification procedures, and verification reports to
provide a closed loop Verification Process from demonstrated capability back
to the requirement. Basic verification activities are as follows:

e Inspection — An examination of the item against applicable
documentation to confirm compliance with requirements. Inspection
is used to verify properties best determined by examination and
observation (e.g., paint color, weight, etc.).

e Analysis — Use of analytical data or simulations under defined
conditions to show theoretical compliance. Analysis (including
simulation) is used where verifying to realistic conditions cannot be
achieved or is not cost-effective and when such means establish that
the appropriate requirement, specification, or derived requirement is
met by the proposed solution.
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e Demonstration — A qualitative exhibition of functional performance,
usually accomplished with no or minimal instrumentation.
Demonstration (a set of verification activities with system stimuli
selected by the system developer) may be used to show that system
or subsystem response to stimuli is suitable (see Figure 4-15).
Demonstration may also be appropriate when requirements or
specifications are given in statistical terms (e.g., mean time to repair,
average power consumption, etc.).

e Test — An action by which the operability, supportability, or
performance capability of an item is verified when subjected to
controlled conditions that are real or simulated. These verifications
often use special test equipment or instrumentation to obtain very
accurate quantitative data for analysis.

e  Certification - Written assurance that the product or article has been
developed and can perform its assigned functions in accordance with
legal or industrial standards. The development reviews and
verification results form the basis for certification; however,
certification is typically performed by outside authorities, without
direction as to how the requirements are to be verified. For example,
this method is used for electronics devices via CE certification in
Europe and UL certification in the United States and Canada.

el e
kS R o T Gwerans

Figure 4-15 Test platform for analyzing battery performance at high loads®*

Verification can also be done by similarity in certain situations. Similarity is
most appropriate where a design is being modified or is very similar to an
existing verified system. When verifying by similarity, a common scenario is to
perform an analysis to ensure the design features and operational environment
of the system-of-interest are similar enough to not warrant the expense of the
verification demonstration or test.

The design of the verification activity involves choosing the most cost-effective
mix of simulations and physical and integrating test results to avoid
unnecessary redundancy. Complete simulation of the system (both
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performance and design) has become common-place in major system
development and has resulted in reduced development time and cost.

There are four basic test categories. They are:

e Development Test — Conducted on new items to demonstrate proof of
concept or feasibility.

*  Qualification Test — Conducted to prove that the system design meets
its requirements with a predetermined margin above expected
operating conditions, for instance by using elevated environmental
conditions for hardware.

e Acceptance Test — Conducted prior to transition such that the
customer can decide that the system is ready to change ownership
from supplier to acquirer.

e Operational Test — Conducted to verify that the item meets its
specification requirements when subjected to the actual operational
environment.

Verification analysis checks that tests have been established using realistic
scenarios to demonstrate human reaction times that satisfy operational
requirements. Maintainability demonstrations should include a sufficient
number of tests and problem areas to provide a high confidence level of
meeting maintainability parameters, such as Mean-Time-To-Repair. Production
line tests are recommended for items that are new or have not been previously
applied to this application. The tests demonstrate producibility and
repeatability. Human Factors Engineers develop task descriptions and
operational sequence diagrams and evaluate the human-system interface to
establish the required interactions with the hardware and software. These
products can be leveraged to support verification analysis activities.

4.7 Transition Process
4.7.1 Overview

4.7.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Transition Process is to establish a capability to
provide services specified by stakeholder requirements in the
operational environment.

This process installs a verified system, together with relevant enabling
systems, e.g., operating system, support system, operator training
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system, user training system, as defined in agreements. This process is
used at each level in the system structure and in each stage to complete
the criteria established for exiting the stage. It includes preparing
applicable storage, handling, and shipping enabling systems.*?

Ultimately, the Transition Process transfers custody of the system and
responsibility for system support from one organizational entity to another.
This includes, but is not limited to, transfer of custody from the development
team to the organizations that will subsequently operate and support the
system. Successful conclusion of the Transition Process typically marks the
beginning of the Utilization Stage of the system-of-interest.

4.7.1.2 Description

The Transition Process installs a verified system in the operational environment
along with relevant enabling systems, such as operator training systems, as
defined in the agreement. As part of this process, the acquirer accepts that the
system provides the specified capabilities in the intended operational
environment prior to allowing a change in control, ownership, and/or custody.
While this is a relatively short process, it should be carefully planned to avoid
surprises and recrimination on either side of the agreement. Additionally,
transition plans should be tracked and monitored to ensure all activities are
completed to both parties’ satisfaction, including resolution of any issues
arising during transition. Figure 4-16 is the context diagram for the Transition
Process.

Controls
- Applicable Laws and Regulations

- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

Inputs ' Activities ! Outputs
- Concept Documents - Transition Strategy
- Operator/Maintainer Training - Plan the Transition -Trans_mon Enabling System
- |niﬁa| T.rained Operators and ) - Perform the Transition ) ?euwr?ments _

Maintainers - Transition Constraints on Design
- Interface Control Documents - Installation Procedure
- Final RWTM - Installed System
- Verified System - Transition Report
- Verification Report
N _
Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

- Transition Enabling Systems

Figure 4-16 Context Diagram for the Transition Process
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4.7.1.3 Inputs
Inputs to the Transition Process include the following:

Concept Documents
Operator/Maintainer Training

Initial Trained Operators and Maintainers — Commissioning of the
system includes the humans that will operate, maintain, and sustain
the system.

ICDs
Final RVTM

Verified System — Availability of the system-of-interest together with
enabling systems is prerequisite to beginning the Transition Process.

Verification Report.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure
Project Infrastructure

Transition Enabling Systems — examples include storage, handling,
shipping, and training systems.

4.7.1.4 Outputs
Outputs of the Transition Process include the following:

Transition Strategy

Transition Enabling System Requirements — Requirements for any
systems needed to enable transition of the system-of-interest need to
be developed
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e Transition Constraints on Design — Any constraints on the design
arising from the transition strategy

e Installation Procedure

e Installed System —The system is installed and acceptance criteria are
met or discrepancies documented with recommended and agreed
upon corrective actions.

e Transition Report — Including documentation of the transition results
and a record of any recommended corrective actions, such as
limitations, concessions, and on-going issues. The transition report
should also include plans to rectify any problems that arise during
transition.

4.7.1.5 Process Activities
The Transition Process includes the following activities:

e  Plan the Transition

— Prepare a transition strategy, including operator training,
logistics support, delivery strategy, and problem rectification/
resolution strategy.

— Develop installations procedures
e  Perform the Transition

—  Prepare the installation site and Install system per established
procedures

— Train the users in the proper use of the system and affirm users
have the knowledge and skill levels necessary to perform
Operation and Maintenance activities. This includes a complete
review and handoff of operator and maintenance manuals, as
applicable.

— Receive final confirmation that the system—as operated and
maintained by the intended users—meets their needs. This
process typically ends with a formal, written acknowledgement
that the system has been properly installed and verified, that all
issues and action items have been resolved, and that all
agreements pertaining to development and delivery of a fully
supportable system have been fully satisfied or adjudicated.

—  Post-implementation problems are documented and may lead
to corrective actions or changes to the requirements.
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Common approaches and tips:

e When acceptance activities cannot be conducted within the
operational environment, a representative locale is selected.

e This process relies heavily on quality assurance (QA) and configuration
management documentation.

4.7.2 Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

4.8 Validation Process
4.8.1 Overview

4.8.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Validation Process is to provide objective evidence
that the services provided by a system when in use comply with
stakeholders’ requirements, achieving its intended use in its intended
operational environment.

This process performs a comparative assessment and confirms that the
stakeholders’ requirements are correctly defined. Where variances are
identified, these are recorded and guide corrective actions. System
validation is ratified by stakeholders.>

This process is invoked during the Stakeholders Requirements Definition
Process to confirm that the requirements properly reflect the stakeholder
needs and to establish validation criteria (i.e., that the right system has been
built). This process is also invoked during the Transition Process to handle the
acceptance activities.

4.8.1.2 Description

In-process validation starts with a comparative assessment as a means to
determine if stakeholders’ requirements and defined MOEs have been
correctly translated into technical design specifications and MOPs. Validation
criteria are selected based on the perceived risks, safety, and criticality. Figure
4-17 is the context diagram for the Validation Process.
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Figure 4-17 Context Diagram for the Validation Process

4.8.1.3 Inputs
Primary inputs to the Validation Process include the following:

e The project baseline documented during the Stakeholder
Requirements Definition Processes:

—  Concept Documents

—  Stakeholder Requirements — When stakeholder requirements
are elicited, validation criteria are applied before proceeding.

—  Validation Criteria — After the system-of-interest is verified, it is
subjected to the validation criteria.

e The project baseline documented during the Verification and
Transition Processes:

—  Final RVTM
— Installed System

— Transition Report.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards

e Agreements —terms and conditions of the agreements

Project Procedures and Standards — including project plans
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e Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure
®  Project Infrastructure

e Validation Enabling Systems — examples include test facilities and test
equipment.

4.8.1.4 Outputs
Outputs of the Validation Process include the following:

e Validation Strategy

e Validation Enabling System Requirements — Requirements for any
systems needed to enable validation of the system-of-interest need to
be developed

e Validation Constraints on Design — Any constraints on the design
arising from the validation strategy

e Validation Procedure
e Validated System — Approved system baseline

e Validation Report — Including documentation of the validation activity
results, a record of any recommended corrective actions, Design
Feedback/Corrective Actions taken, and evidence that the system
element or system satisfies the requirements, or not.

4.8.1.5 Process Activities
The Validation Process includes the following activities:

e  Plan Validation
— Develop a validation strategy
e Perform Validation

— Develop validation procedures that demonstrate that the
system is fit for its purpose and satisfies the stakeholders’
requirements

— Ensure readiness to conduct validation — system, enabling
systems, and trained operators

— Support in-process validation throughout system development
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—  Conduct validation to demonstrate conformance to stakeholder
requirements

— If anomalies are detected, analyze for corrective actions and
detect trends in failure to find threats to the system and
evidence of design errors

— Recommend corrective actions and obtain stakeholder
acceptance of validation results

— Document validation results and enter data into the RVTM.
Common approaches and tips:

e Validation methods during the Concept Stage include developing
assessment scenarios that exercise all system modes and
demonstrating system-level performance over the entire operating
regime. The system design team uses the results of this activity to
forecast success in meeting the expectations of users and the acquirer,
as well as to provide feedback to identify and correct performance
deficiencies before implementation.?

4.8.2 Elaboration

4.8.2.1 Validation Concepts

System validation confirms that the system, as built (or as it will be built),
satisfies the stakeholders’ stated needs. Validation ensures the requirements
and the system implementation provide the right solution to the customer’s
problem. In other words, “you built the right thing” (verification, on the other
hand, means that “you built the thing right” [see Section 4.6]).

Validation determines that a system does all the things it should and does not
do what it should not do. End users and other stakeholders are usually involved
in validation activities, but when warranted, an independent third party may be
called in to perform validation. Validation may take place either in the
operational environment or a simulated operational environment if conditions
are hazardous. V&V activities often run concurrently and may use different
portions of the same environment.

Requirements validation is conducted as part of requirements elicitation to
provide early assurance that the requirements are the “right” requirements for
guiding the development process to a conclusion that satisfies the
stakeholders. Requirements validation is often based on requirements analysis;
exploration of requirements adequacy and completeness; assessment of
prototypes, simulations, models, scenarios, and mock-ups; and by obtaining
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feedback from customers, users, or other stakeholders. Much of the discussion
regarding verification (see Section 4.6) can also be applied to validation.

The objects of validation are the designs, prototypes, and final systems
elements, as well as the documentation and training materials that describe
the system and how to use it. Validation results are an important element of
decision gate reviews.

4.9 Operation Process
4.9.1 Overview

4.9.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Operation Process is to use the system in order to
deliver its services.

This process assigns personnel to operate the system, and monitors the
services and operator-system performance. In order to sustain services
it identifies and analyzes operational problems in relation to
agreements, stakeholder requirements and organizational constraints.>*

This process is often executed concurrent with the Maintenance Process.

4.9.1.2 Description
The Operation Process sustains system services by supplying personnel to
operate the system, monitoring operator-system performance, and monitoring
the system performance. When the system replaces an existing system, it may
be necessary to manage the migration between systems such that persistent
stakeholders do not experience a breakdown in services.

The Utilization and Support Stages of a system usually accounts for the largest
portion of the total LCC. If system performance falls outside acceptable
parameters, this may indicate the need for corrective actions in accordance
with the Concept of Support and any associated agreements. When the system
or any of its constituent elements reach the end of their planned or useful life,
the system may enter the Disposal Process (see Section 4.11). Figure 4-18 is the
context diagram for the Operation Process.
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Activities
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- Prepare for Operation

- Perform Operational Activation and
Check-out

- Use System for Operations

- Perform Operational Problem
Resolution
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- Organization/Enterprise Infrastructure

- Project Infrastructure

- Operation Enabling Systems

Figure 4-18 Context Diagram for the Operation Process

4.9.1.3 Inputs
Inputs to the Operation Process include the following:

Concept Documents — Concept documents generated early in the life
cycle are used to direct the activities of this process

Operator/Maintainer Training

Initial Trained Operators and Maintainers — Operation of the system
includes the humans that will operate, maintain, and sustain the
system

Validated System

Validation Report — Including documentation of the validation activity
results, a record of any recommended corrective actions, Design
Feedback/Corrective Actions taken, and evidence that the system
element or system satisfies the requirements, or not.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements —terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives
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Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure
Project Infrastructure
Operation Enabling Systems.

Outputs

Outputs of the Operation Process include the following:

4.9.1.5

Operation Strategy — Including staffing and sustainment of enabling
systems and materials

Operation Enabling System Requirements — Requirements for any
systems needed to enable operation of the system-of-interest need to
be developed

Operation Constraints on Design — Any constraints on the design
arising from the operation strategy to influence future design and
specification of similar systems or reused systems-elements

Operation Report — Including:

—  System performance reports (e.g., statistics, usage data, and
operational cost data)

—  System trouble/anomaly reports — with recommendations for
appropriate action.

Process Activities

The Operation Process includes the following activities:

Prepare for Operation
Perform Operational Activation and Check-out

—  Provide operator training and maintain qualified staff
Use System for Operations

—  Execute ConOps for the system-of-interest

— Track system performance and account for operational
availability

—  Perform operational analysis
Perform Operational Problem Resolution

— Manage operational support logistics
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— Document system status and actions taken

— Report malfunctions and make recommendations for
improvement

Support the Customer.

Common approaches and tips:

4.9.2

Depending on the nature of agreements between different
organizations, the development team may continuously or routinely
communicate with users to determine the degree to which delivered
services continue to satisfy their needs. The system may exhibit
unacceptable performance when system elements implemented in
hardware have exceeded their useful life or changes in the operational
environment affect system performance. In the event of system
failures or anomalies, it may be necessary to conduct engineering
investigations to identify the source(s) of the failure and determine
appropriate corrective actions. Systems engineers can assist in these
activities.

Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

4.10 Maintenance Process

4.10.1 Overview

4.10.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Maintenance Process is to sustain the capability of
the system to provide a service.

This process monitors the system’s capability to deliver services, records
problems for analysis, takes corrective, adaptive, perfective and
preventive actions and confirms restored capability.*®

4.10.1.2 Description

The Maintenance Process, as illustrated in Figure 4-19, includes the activities to
provide operations support, logistics, and material management. Based on
feedback from ongoing monitoring of the operational environment, problems
are identified and corrective, remedial, or preventive actions are taken to
restore full system capability. This process also contributes to the

142

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



— INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

Requirements Analysis Process when considerations of constraints imposed in
later life-cycle stages are used to influence the system requirements and
architectural design.

Controls
- Applicable Laws and Regulations
- Industry Standards
- Agreements
- Project Procedures and Standards
- Project Directives

Y

Inputs Activities Outputs

- Maintenance Strategy

- Maintenance Enabling System
Requirements

- Maintenance Constraints on Design

- Maintenance Procedure

- Maintenance Report

- Concept Documents

- Operator/Maintainer Training ) - E:r;oMna‘|nM(:r:‘22:Iche
" - - rTor|
- Initial Trained Operators and !

Maintainers
- Validated System
- Validation Report

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

- Maintenance Enabling Systems

Figure 4-19 Context Diagram for the Maintenance Process

4.10.1.3 Inputs
Inputs to the Maintenance Process include the following:

e Concept Documents — Concept documents generated early in the life
cycle are used to direct the activities of this process

e Operator/Maintainer Training

e Initial Trained Operators and Maintainers — Operation of the system
includes the humans that will operate, maintain, and sustain the
system

e Validated System

e Validation Report — Including documentation of the validation activity
results, a record of any recommended corrective actions, Design
Feedback/Corrective Actions taken, and evidence that the system
element or system satisfies the requirements, or not.

This process is governed by the following controls and enablers:
e Applicable Laws and Regulations
e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements
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Project Procedures and Standards — including project plans
Project Directives

Organization/Enterprise  Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure
Project Infrastructure

Maintenance Enabling Systems.

4.10.1.4 Outputs
Outputs of the Maintenance Process include the following:

Maintenance Strategy — Accounts for the system’s technical
availability, replacements for system elements and logistical support,
maintenance personnel training and staff requirements

Maintenance Enabling System Requirements — Requirements for any
systems needed to enable maintenance of the system-of-interest need
to be developed

Maintenance Constraints on Design — Any constraints on the design
arising from the maintenance strategy

Maintenance Procedure

Maintenance Report — Including documentation of the maintenance
activity results, reporting of failures and recommendations for action,
and failure and lifetime performance data. This report also documents
any required procedure or system changes that should be
accomplished as part of on-going configuration management
activities.

4.10.1.5 Process Activities
The Maintenance Process includes the following activities:

Plan Maintenance

Establish a maintenance strategy
— Define maintenance constraints on the system requirements

— Obtain the enabling systems, system elements, and other
services used for maintenance of the system

—  Monitor replenishment levels of spare parts
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— Manage the skills and availability of trained maintenance
personnel

*  Perform Maintenance

— Implement maintenance and problem resolution procedures —
including scheduled replacement of system elements prior to
failure (i.e., preventive maintenance)

— Maintain a history of failures, actions taken, and other trends to
inform operations and maintenance personnel and other
projects creating or utilizing similar system elements

—  Monitor customer satisfaction with system and maintenance
support.

Common approaches and tips:

e Use historic data and performance statistics to maintain high levels of
reliability and availability and to provide input to improve the design
of operational and future systems.

e Planning for maintenance begins early in the system life cycle with the
development of supportability criteria. These criteria, which include
reliability and maintainability requirements as well as personnel,
training, facilities, etc., are included in the defined stakeholder
requirements or system specification to ensure that they are
considered in the system design.

e Maintain configuration management control throughout the
Utilization and Support Stages in support of the Maintenance Process.

4.10.2 Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

4.11 Disposal Process
4.11.1 Overview

4.11.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Disposal Process is to end the existence of a system
entity.
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This process deactivates, disassembles and removes the system and any
waste products, consigning them to a final condition and returning the
environment to its original or an acceptable condition. This process
destroys, stores or reclaims system entities and waste products in an
environmentally sound manner, in accordance with legislation,
agreements, organizational constraints and stakeholder requirements.
Where required, it maintains records in order that the health of
operators and users, and the safety of the environment, can be
monitored.*

The Disposal Process is conducted in accordance with applicable guidance,
policy, regulations, and statutes.

4.11.1.2 Description

Disposal is a life-cycle support process because concurrent consideration of
disposal during the Development Stage generates requirements and
constraints that must be balanced with defined stakeholders’ requirements and
other design considerations. Further, environmental concerns are driving the
designer to consider reclaiming the materials or recycling them into new
systems. Figure 4-20 is the context diagram for the Disposal Process.

Controls
- Applicable Laws and Regulations
- Industry Standards
- Agreements
- Project Procedures and Standards
- Project Directives

Y

Activities

Inputs

- Plan Disposal
> |
- Validated System P

Outputs

- Disposal Strategy

- Disposal Enabling System
Requirements

- Disposal Constraints on Design

- Disposal Procedure

- Disposed System
- Disposal Report

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

- Disposal Enabling Systems

Figure 4-20 Context Diagram for the Disposal Process

4.11.1.3 Inputs
Inputs to the Disposal Process include the following:

e Concept Documents — Concept documents generated early in the life
cycle are used to direct the activities of this process.
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e Validated System — The Disposal Process works on a depleted system
of system elements (e.g., batteries) meaning that if production and
operational environments must be restored to former conditions,
details of the initial state are relevant.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e  Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure
*  Project Infrastructure
e Disposal Enabling Systems.

4.11.1.4 Outputs
Outputs of the Disposal Process include the following:

e Disposal Strategy

e Disposal Enabling System Requirements — Requirements for any
systems needed to enable disposal of the system-of-interest need to
be developed

e Disposal Constraints on Design — Any constraints on the design arising
from the disposal strategy

e Disposal Procedure
e Disposed System

e Disposal Report — Including documentation of the disposal activity
results, may include an inventory of system elements for
reuse/storage and any documentation or reporting required by
regulation or organization standards.

4.11.1.5 Process Activities
The Disposal Process includes any steps necessary to return the environment to
an acceptable condition; handle all system elements and waste products in an
environmentally sound manner in accordance with applicable legislation,
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organizational constraints, and stakeholder agreements; and document and
retain records of Disposal activities, as required for monitoring by external
oversight or regulatory agencies. In general, Disposal Process includes the
following activities:

e Plan Disposal

— Review the Concept of Disposal, including any hazardous
materials and other environmental impacts to be encountered
during disposal

— Define the Disposal Strategy

— Impose associated constraints on the system requirements
*  Perform Disposal

— Deactivate the elements to be terminated

— Disassemble the elements for ease of handling

— Remove the elements and any associated waste products from
the operational site — includes removing materials from storage
sites and consigning the elements and waste products for
destruction or permanent storage

®  Finalize the Disposal

— Maintain documentation of all Disposal activities and residual
hazards.

Common approaches and tips:

e The project team conducts analyses to develop solutions for ultimate
disposition of the system, constituent elements, and waste products
based on evaluation of alternative disposal methods available.
Methods addressed should include storing, dismantling, reusing,
recycling, reprocessing, and destroying end products, enabling
systems, system elements, and materials.

e Disposal analyses include consideration of costs, disposal sites,
environmental impacts, health and safety issues, responsible agencies,
handling and shipping, supporting items, and applicable federal, state,
local, and host-nation regulations.

e Disposal analyses support selection of system elements and materials
that will be used in the system design, and should be readdressed to
consider design and project impacts from changing laws and
regulations throughout the project life cycle.
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e Disposal Strategy and design considerations are updated throughout
the system life cycle in response to changes in applicable laws,
regulations, and policy.

e Consider donating an obsolete system. — Many items, both systems
and information, of cultural and historical value have been lost to
posterity because museums and conservatories were not considered
as an option during the disposal stage.

e Concepts such as Zero Footprint and Zero Emissions drive current
trends toward corporate social responsibility that influence decision-
making regarding cleaner production and operational environments
and eventual disposal of depleted materials and systems.*’

e The ISO 14000 series includes standards for Environmental
Management Systems and Life-Cycle Assessment.*®

e Instead of designing cradle-to-grave products, dumped in landfills at
the end of their 'life,’ a new concept is transforming industry by
creating products for cradle-to-cradle cycles, whose materials are
perpetually circulated in closed loops. Maintaining materials in closed
loops maximizes material value without damaging ecosystems.*

4.11.2 Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

4.12 Cross-Cutting Technical Methods

The previous sections provided a serial description of the Technical Processes
used across the system life cycle. This section provides insight into methods
that cut across the Technical Processes, reflecting various aspects of the
iterative and recursive nature of SE.

4.12.1 Modeling, Simulation, and Prototyping

Designers have used models and simulations for centuries both to check their
own thinking and to communicate their concepts to others. The benefit is two-
fold: (1) models and simulations confirm anticipated system behaviors before
proceeding with development of an actual system, and (2) models and
simulations presenting a clear, coherent design to those who will develop, test,
deploy, and evolve the system, thereby maximizing productivity and minimizing
error. The ability to detect faults and incompatibilities via system models and
simulations early in a project helps avoid higher project cost and schedule
overruns later in a project, especially during system operation.
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The objective of modeling and simulation is to obtain information about the
system before significant resources are committed to its design, development,
construction, verification, or operation. To that end, modeling and simulation
helps generate data in the domain of the analyst or reviewer, not available
from existing sources, in a manner that is affordable and timely to support
decision-making. An adequate, accurate, and timely models and simulations
inform stakeholders of the implications of their preferences, provide
perspective for evaluating alternatives, and build confidence in the effects that
an implemented system will produce. They also help the development,
deployment, and operational staffs comprehend the design requirements,
appreciate imposed limits from technology and management, and ensure an
adequate degree of sustainability. Finally, an adequate, accurate, and timely
models and simulations help the organization and its suppliers and to provide
the necessary and sufficient personnel, methods, tools, and infrastructure for
system realization.

The long-term benefits of modeling and simulation are commensurate with the
gap between the extent, variety, and ambiguity of the problem and the
competencies of downstream staffing. A relatively simple model of an intended
system may be sufficient for a highly competent staff whereas a much more
elaborate simulation may be necessary for a less competent staff, especially
one faced with producing a novel, large-scale system that is capable of
autonomously coping with unpredictable mission situations. Ultimately, the
benefit of modeling and simulation is proportional to the stakeholders’
perception of the timeliness, trustworthiness, and ease of use and
maintenance of the model or simulation. Consequently, the planned resources
anticipated to be spent in development, validation, and operation of the model
must be consistent with the expected value of the information obtained
through use of the model.

General Principles

Models represent the essential characteristics of the system under
development, the environment in which the system operates, and/or
interactions with enabling systems and interfacing systems. Models can be
used within most systems life-cycle processes, for example:

e Intended usage thus affects MOEs — Descriptive model of the
problematic situation ensures the right problem(s) are being
addressed

* Requirements Analysis — Enables justification of requirements and
avoids over/underspecification
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e Architectural Design — Evaluate candidate options against selection
criteria and enable active agents to discover the best architecture

e Design & Development — Obtain needed design data, adjust
parameters for optimization, and update system model fidelity as
actual data for components become available

e Verification — Simulate the system’s environment, evaluate verification
data (simulation uses observable data as inputs for computation of
critical parameters that are not directly observable), and validate the
fidelity of the simulation (false positives/false negatives)

e Operations — Update fidelity of simulation to reflect actual behavior
and simulate operations in advance of execution for planning and
validation.

Most systems start as a primitive model that is elaborated and translated in
several stages. A model may be manifest as sketches, textual specifications,
graphics/images, mockups, scale models, prototypes, and/or emulations.
Often, separate models are prepared for distinct viewpoints, such as functional,
performance, reliability, survivability, operational availability, and cost. The
result of modeling is a prediction of characteristics (i.e., performance,
reliability, operations, and cost, etc.) across the spectrum of system attributes
throughout its life cycle. The predictions are used to guide decisions about the
system’s design, construction, and operation, or to verify its acceptability.
Standard tools for all types of modeling are available commercially for a wide
range of system characteristics.

Many models employ some logical or mathematical rule to convert a set of
inputs to corresponding outputs with the same form of dependence as in the
represented system, but do not mimic the structure of the system. Two types
of models are particularly important to SE: descriptive and prescriptive.
Descriptive models clarify the context, content, structure, and behavior of the
problem; identify what stakeholders are willing to do about the problem; and
describe the relevant characteristics of appropriate technologies. Prescriptive
models specify the intended system in terms of its necessary and sufficient
capabilities, the order of all relevant technologies and components, and the
emergent characteristics expected of the system throughout operational
situations, modes, and phases. Prescriptive models also contain or generate an
estimate of the likelihood that an envisioned system will meet its MOEs.
Validity depends on showing, through analysis or empirical data, that the
representation tracks the actual system in the region of concern.

Simulations can reflect system functions or the detailed structure of the
system. They are composed of representations of system elements, connected
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in the same manner as in the actual system. Usually the simulation is run
through scenarios in the time domain to simulate the behavior of the real
system. An example might be the simulation of a fluid control system made up
of representations of the piping, pump, control valve, sensors, control circuit,
and the fluid running through the system.

A simulation can also be used to quickly examine a range of sizes and
parameters, not just a “Point Design.” This will help ensure that the “best”
solution is obtained. For example, does the system have the proper size
throughout, with no choke points? Simulations use scenarios extracted from
the ConOps with inputs based on system requirements. Monte Carlo runs may
be made to get averages and probability distributions. In addition to examining
nominal conditions, off-nominal runs should also be made to establish system
reactions or breakage when exposed to extraordinary (out-of-spec) conditions.

Types of Models and Simulations

Systems Engineering models and simulations typically reflect four paradigms:

e Functional analysis with specialty, environmental, and interface
engineering models attached (see Section 4.12.2)

e Modern Structured Analysis/Process for System Architecture and
Requirements Engineering

e Systems Modeling Language (SysML™; see Section 4.12.3)

e Context-sensitive systems, also called complex, adaptive systems,
which modify their internal gradients, architecture, and content
depending on interactions with their environment.

Each of these sets can be applied comprehensively to a problem no matter how
the system is to be implemented (e.g., hardware, software, people). This
comprehensive application has been referred to as the Universal Architecture
Description Framework.*°

The specific type of model or simulation selected depends on the particular
characteristics of the system that are of interest. Generally, it focuses on some
subset of the total system characteristics, such as timing, process behavior, or
various performance measures.

Models may be made up of one or several of the following types:

e Physical (e.g., Wind Tunnel model, Mockups, Acoustic model,
structural test model, engineering model, prototypes)

e Graphical (e.g., N* charts, Behavior diagrams, Program Evaluation
Review Technique [PERT] charts, Logic Trees, blueprints)
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e Mathematical (deterministic; e.g., Eigen value calculations, Dynamic
motion, Cost)

e Statistical (e.g., Monte Carlo, Process modeling, sequence estimation).

Physical models exist as tangible, real-world objects that are identical or similar
in the relevant attributes to the actual system. The physical properties of the
model are used to represent the corresponding properties of the actual system.
Examples of physical models include: wind tunnels, test beds, and
breadboards/brassboards.

Graphical models are a mapping of the relevant attributes of the actual system
onto a graphical entity with analogous attributes. The geometric or topological
properties of the graphical entity are used to represent geometric properties,
logical relationships, or process features of the actual system. Examples of
graphical models include: FFBDs, N’ diagrams, logic trees, blueprints,
schematics, and maps.

Mathematical (deterministic) models use closed mathematical expressions or
numerical methods to convert input data to outputs with the same functional
dependence as the actual system. Mathematical equations in closed or open
form are constructed to represent the system. The equations are solved using
appropriate analytical or numerical methods to obtain a set of formulae or
tabular data defining the predicted behavior of the system. Examples of
mathematical models include: operational or production throughput analysis,
thermal analysis, vibration analysis, load analysis, stress analysis, Eigen value
calculations, and linear programming.

Statistical models are used to generate a probability distribution for expected
outcomes, given the input parameters and data. Statistical models are
appropriate whenever truly random phenomena are involved (as with
reliability estimates) whenever there is uncertainty regarding the inputs such
that the input is represented by a probability distribution, or whenever the
collective effect of a large number of events may be approximated by a
statistical distribution. Examples of statistical models include: Monte Carlo,
logistical support, discrete, and continuous models.

Most current models describe static systems and allude to a limited spectrum
of dynamics and behaviors. Far more beneficial models enable exploration of
how well and to what extent the intended system responds to external and
internal change by adjusting its gradients, altering its pattern of internal
relationships, or aligning its content. Executable models enable emulation of
operational modes (e.g., nominal, degraded, recovery, training, maintenance,
diagnostic) and help establish the viability of SoS scenarios and engineering
change proposals (ECPs). Wymorean models*!, for example, clarify six aspects
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of a system: input/output, performance, technology, cost, test, and tradeoff
gradients.

Operational Evaluation Modeling for Context-Sensitive Systems (OpEMCSS)
models is context sensitive, which means that systems engineers can model
two or more implicit systems as a whole system and execute the model by
selecting scenarios that represent the system context. OpEMCSS models can
contain intelligent agents that can continuously adjust gradients, alter
component interoperation, and align content to maximize stated MOEs of the
sponsored system. Axiom-based models also apply intelligent agents.

Steps in Modeling and Simulation

The general steps in the application of modeling and simulation are as follows:

1. Select the appropriate type(s) of model (or simulation) (e.g., Quick,
Economical, or Accurate).

2. Design the model (or simulation) — Care is needed in the design of the
model to ensure that the general criteria are met. Usually this requires
some degree of fundamental analysis of the system:

e Identify the relevant system characteristics that are to be
evaluated through use of the model.

e Determine the relevant measurable parameters that define
those characteristics, and separate them from irrelevant
parameters.

e Define the scope and content of data needed to support the
decision economically and accurately.

It is particularly important that the model be economical in the use of
time and resources, and that the output data be compact and readily
understandable to support efficient decisions. The Taguchi Design of
Experiments process—which identifies the sensitivity of the results to
variation of key parameters and adjusts the spacing of sampling so that
the total range of results is spanned with the minimum number of
verification points—can be very effective in determining the bounds
and the limits of the model. This data can be used to estimate the value
of the information gained by producing the model.

The model itself can be considered as a system to which the
Requirements Analysis and Architectural Design (i.e., functional analysis
and system synthesis) steps of the SE process are applied to determine
the requirements for the model and define the approach. This analysis
provides an overall description of the modeling approach. Following its
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review and approval, the detailed definition of the model can be
created according to usual practice for the type of model selected.

3. Validate the model (or simulation) through an appropriate method to
the satisfaction of responsible parties — It is crucial to prove that the
model is trustworthy and suitably represents reality, particularly in
cases where a feel for system behavior is absent, or when serious
consequences can result from inaccuracy. Models can be validated by:

e Determining “fit for purpose,” as described by Friedman®

e Experience with application of similar models in similar
circumstances

* Analysis showing that the elements of the model are of
necessity correct and are correctly integrated

e  Comparison with test cases in the form of independent models
of proven validity or actual test data

e The modeling schema itself can be validated by using small-
scale models.

4. Document the model (or simulation), including background,
development process, a complete description of the model itself and its
validation, and a record of activities and data generated by its use,
sufficient to support evaluation of model results and further use of the
model.

5. Obtain needed input data and operate the model (or simulation) to
obtain desired output data to represent the actual system and its
operating environment — In some situations, defining and acquiring the
basis model data can be a very large effort, so care in design of the
model is needed to minimize this problem. Perform as many runs as are
needed to span the range of the system parameters and operating
conditions to be studied, and in the case of statistical models, to
develop the needed level of statistical validity.

6. Evaluate the data to create a recommendation for the decision in
question.

7. Review the entire process, iterating as necessary to make corrections
and improvements, to ensure that the model supports the conclusions
reached — Explore the sensitivity of the result to changes in initial
assumptions, data, and processes. If the result has an adequate level of
confidence in an unambiguous decision, then the task is complete.
Otherwise, look for corrections or improvements to the process and
iterate.
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8. Evolve the model (or simulation), as necessary — In some cases, a
model, created initially to support analysis of the system, evolves to
become a deliverable portion of the system. This can occur in cases
such as a model of system dynamics, which then becomes the core of
the system control system, or an operations simulation model, which
evolves into a tool for system operations planning used in the
operational stage. The potential for the model to evolve in this manner
should be a factor in initial selection and design of the model;
anticipation of future uses of the model should be included in its initial
conception.

4.12.1.1 Prototyping

Prototyping is a technique that can significantly enhance the likelihood of
providing a system that will meet the user’s need. In addition, a prototype can
facilitate both the awareness and understanding of user needs and stakeholder
requirements. Two types of prototyping are commonly used: rapid and
traditional.

Rapid prototyping is probably the easiest and one of the fastest ways to get
user performance data and evaluate alternate concepts. A rapid prototype is a
particular type of simulation quickly assembled from a menu of existing
physical, graphical, or mathematical elements. Examples include tools such as
laser lithography or computer simulation shells. They are frequently used to
investigate form and fit, human-system interface, operations, or producibility
considerations. Rapid prototypes are widely used and are very useful; but,
except in rare cases, they are not truly “prototypes.”

Traditional prototyping is a tool that can reduce risk or uncertainty. A partial
prototype is used to verify critical elements of the system-of-interest. A full
prototype is a complete representation of the system. It must be complete and
accurate in the aspects of concern. Objective and quantitative data on
performance times and error rates can be obtained from these higher fidelity
interactive prototypes.

The original use of a prototype was as the first-of-a-kind product from which all
others were replicated. However, prototypes are not “the first draft” of
production entities. Prototypes are intended to enhance learning and should
be set aside when this purpose is achieved. Once the prototype is functioning,
changes will often be made to improve performance or reduce production
costs. Thus, the production entity may require different behavior. The Maglev
train system (see Section 3.6.3) may be considered a prototype (in this case,
proof-of-concept) for longer distance systems that will exhibit some but not all
of the characteristics of the short line. Scientists and engineers are in a much
better position to evaluate modifications that will be needed to create the next
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system because of the existence of a traditional prototype.
4.12.2 Functions-Based Systems Engineering Method

4.12.2.1 Overview
A function is a characteristic task, action, or activity that must be performed to
achieve a desired outcome. A function may be accomplished by one or more
system elements comprised of equipment (hardware), software, firmware,
facilities, personnel, and procedural data.

Functional Analysis/Allocation is an examination of a defined function to
identify all the sub-functions necessary to accomplish that function; all usage
modes must be included in the analysis. This activity is conducted to the level
of depth needed to support required synthesis efforts. Identified functional
requirements are analyzed to determine the lower-level functions required to
accomplish the parent requirement. Every function that must be performed by
the system to meet the operational requirements is identified and defined in
terms of allocated functional, performance, and other limiting requirements.
Each function is then decomposed into sub-functions, and the requirements
allocated to the function are each decomposed with it. This process is iterated
until the system has been completely decomposed into basic sub-functions and
each sub-function at the lowest level is completely, simply, and uniquely
defined by its requirements. In the process, the interfaces between each of the
functions and sub-functions are fully defined, as are the interfaces to the
external world.

Identified sub-functions are arranged in a functional architecture to show their
relationships and interfaces (internal and external). Functional requirements
should be arranged in their logical sequence so that lower-level functional
requirements are recognized as part of higher-level requirements. Functions
should have their input, output, and functional interface requirements (both
internal and external) defined and be traceable from beginning to end
conditions. Time critical requirements must also be analyzed.

Performance requirements should be successively established, from the
highest to lowest level, for each functional requirement and interface. Upper-
level performance requirements are then flowed down and allocated to lower-
level sub-functions. Timing requirements that are prerequisite for a function or
set of functions must be determined and allocated. The resulting set of
requirements should be defined in measurable terms and in sufficient detail for
use as design criteria. Performance requirements should be traceable from the
lowest level of the current functional architecture, through the analysis by
which they were allocated, to the higher-level requirement they are intended
to support. All of these types of product requirements must also be verified.
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Functional analysis/allocation should be conducted iteratively:

e To define successively lower-level functions required to satisfy higher-
level functional requirements and to define alternative sets of
functional requirements.

e  With requirements analysis, to define mission and environment driven
performance and to determine that higher-level requirements are
satisfied.

e To flow down performance requirements and design constraints.

e With design synthesis, to refine the definition of product and process
solutions.

Purpose

The objective of Functional Analysis/Allocation is to create a functional
architecture for which system products and processes can be designed and to
provide the foundation for defining the system architecture through the
allocation of functions and sub-functions to hardware/software, databases,
facilities and operations (i.e., personnel). It does not describe either the
hardware architecture or software architecture of the system; those
architectures are developed during System Synthesis in the Architectural
Design portion of the SE process.

Functional Analysis/Allocation describes what the system will do, not how it
will do it. Ideally, this process begins only after all of the system requirements
have been fully identified. This means that Requirements Analysis (see Section
4.1.2.6) must be completed before this process starts. Often, this will not be
possible, and these tasks will have to be done iteratively, with the functional
architecture being further defined as the system requirements evolve.

Inputs
Representative inputs to Functional Analysis/Allocation are as follows:

e  Functional requirements
e Performance requirements

e Program decision requirements (such as objectives to reuse certain
hardware and software or use COTS items)

e Specifications and Standards requirements
e Architectural concepts

e ConOps

158
Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



Outputs

INCOSE Systems Engineering Handbook v. 3.2.2
INCOSE-TP-2003-002-03.2.2
October 2011

Constraints.

The products of the Functional Analysis/Allocation process can take various
formats depending on the specific stage of the process and on the specific
technique used to develop the functional architecture. The following are some
key outputs generated from the functional analysis activity:

1.

Behavior Diagrams — Describe behavior that specifies system-level
stimulus responses using constructs that specify time sequences,
concurrencies, conditions, synchronization points, state information
and performance.

Context Diagrams — Top-level diagram of a data flow that is related to
a specific level of system decomposition. This diagram portrays all
inputs and outputs of a system but shows no decomposition.

Control Flow Diagrams — Depict the set of all possible sequences in
which operations may be performed by a system or a software
program. There are several types of Control Flow Diagrams, including
box diagrams, flowcharts, input-process-output charts, and state
transition diagrams.

Data Flow Diagrams — Provide an interconnection of each of the
behaviors that the system must perform. All inputs to the behavior
designator and all outputs that must be generated are identified along
with each of the data stores that each must access. Each of the Data
Flow Diagrams must be checked to verify consistency with the Context
Diagram or higher level Data Flow Diagram.

Data Dictionaries — Documentation that provides a standard set of
definitions of data flows, data elements, files, etc. as an aid to
communications across the development organizations.

Entity Relationship Diagrams — Depict a set of entities (e.g., functions
or architecture elements) and the logical relationships between them.

Functional Flow Block Diagrams (FFBD) — Relate the inputs and
outputs and provide some insight into flow between the system
functions.

Models — Abstractions of relevant characteristics of a system used as a
means to understand, communicate, design, and evaluate (including
simulation) a system. They are used before the system is built and
while it is being verified or in service. Section 4.3.2.6, Model, Simulate,
and Prototype System Architectures, states:
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Modeling, simulation, and prototyping used during
architecture design can significantly reduce the risk of
failure in the finished system |[...]. These techniques
enable the development of complex and costly enabling
systems. Systems engineers use modeling and simulation
on large complex projects to manage the risk of failure to
meet system mission and performance requirements.

9. Simulation Results — Output from a model of the system that behaves
or operates like the system under interest when provided a set of
controlled inputs.

10. Integrated Definition for Functional Modeling (IDEF) Diagrams —
Process control diagrams that show the relationship between
functions by sequential input and output flows. Process controls enter
the top of each represented function, and lines entering the bottom
show the supporting mechanism needed by the function.

These various outputs characterize the functional architecture. There is no one
preferred output tool that will support this analysis. In many cases, several of
these are necessary to understand the functional architecture and the risks
that may be inherent in the subsequent synthesis of system architecture. Using
more than one of these formats allows for a “check and balance” of the
analysis process and will aid in communication across the system design team.

Process Activities

The Functional Analysis/Allocation process is iterative, even within a single
stage in the system life-cycle. The functional architecture begins at the top level
as a set of functions that are defined in the applicable requirements document
or specification, each with functional, performance, and limiting requirements
allocated to it (in the extreme, top-level case, the only function is the system,
and all requirements are allocated to it). As shown in Figure 4-21, the next
lower level of the functional architecture is developed and evaluated to
determine whether further decomposition is required. If it is, then the process
is iterated through a series of levels until a functional architecture is complete.
If not, then the process is complete and System Synthesis can begin.

Top-level Functions Develop nf-_,'xt level Evalyate and Functional
and Allocated — of functional —»| determine whether +Amhitecture
Performance architecture lower level is needed complete

Requirements

Repeat for each level

Figure 4-21 Functional Analysis/Allocation Process
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At each level of the process, alternative decompositions and allocations may be
considered and evaluated for each function and a single version selected. After
all of the functions have been identified, then all the internal and external
interfaces to the decomposed sub-functions are established. These steps are
shown in Figure 4-22.

D th Decompose Evaluate Identify all
- ecom_poge e - | requirements -~ alternative - | internal and
#=1 function into » » " r —-
A bfunctions and allocate to decompositions external
subfuncti \ subfunctions and select one interfaces

Develop alternative decompositions

Repeat for each function

Figure 4-22 Alternative Functional Decomposition Evaluation and Definition

Note that while performance requirements may be decomposed and allocated
at each level of the functional decomposition, it is sometimes necessary to
proceed through multiple levels before allocating the performance
requirements. Also, sometimes it is necessary to develop alternative functional
architectures and conduct a trade study to determine a preferred one. With
each iteration of Functional Analysis/Allocation, alternative decompositions are
evaluated and all interfaces are defined.

Tools that can be used to perform Functional Analysis/Allocation include:

e Analysis tools
e Modeling and Simulation tools
e  Prototyping tools

e Requirements traceability tools.
The INCOSE web site contains a current listing of applicable tools.

The following measures can be used to measure the overall process and
products of Functional Analysis/Allocation:

1. Number of allocation-related trade studies completed as a percent of
the number identified

Percent of analyses completed
Number of functions without a requirements allocation
Number of functions not decomposed

Number of alternative decompositions

o Uk~ w N

Number of internal and external interfaces not completely defined
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7. Depth of the functional hierarchy as a percentage versus the target
depth

8. Percent of performance requirements that have been allocated at the
lowest level of the functional hierarchy.

4.12.2.2 Elaboration
Decompose Each Function to Lower-Level Functions

A function is accomplished by one of many system or subsystem elements,
namely, equipment, software, facilities, or personnel. The stepwise
decomposition of a system can be viewed as a top-down approach to problem
solving. Functional identification and decomposition can be performed with
respect to logical groupings, time ordering, data flow, control flow, state
transitions, or some other criterion.

The objective of the functional decomposition activity is to develop a hierarchy
of FFBDs that meet all the functional requirements of the system. Note,
however, that this hierarchy is only a portion of the functional architecture. The
architecture is not complete until all of the performance and limiting
requirements have been appropriately decomposed and allocated to the
elements of the hierarchy, as described below.

For the initial iteration of Functional Analysis/Allocation, the baseline
requirements and operational concept have been identified during
Requirements Analysis. First, top-level system functions are determined by
evaluating the total set of baseline requirements as they map to the system-
level design, keeping in mind the desire to have highly cohesive, loosely
coupled functions. The result is a set of top-level functions that, when
appropriately grouped together, provide the required capabilities of each
element in the system-level design. Each of the top-level functions is then
further refined to lower-level functions based on its associated requirements.

Decomposition of the function involves the creation of a network of lower-level
“child” functions, each of which receives its allocated portion of the “parent’s”
functional requirements. In this process, each functional requirement is
decomposed into lower-level requirements, and each of these is allocated to a
lower-level function (i.e., sub-function) in the next-level FFBD. Functional
interfaces fall out of this process.

A description of each function in the hierarchy should be developed to include
the following:

1. Its place in a network (e.g., FFBD or IDEFO/1 diagrams) characterizing
its interrelationship with the other functions at its level
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2. The set of functional requirements that have been allocated to it and
define what it does

3. ltsinputs and outputs, both internal and external.

This activity may use various graphical methods to capture the results of the
analysis, including structured analysis, such as Data Flow Diagrams, IDEFO/1
diagrams, Control Flow Diagrams, or other modern techniques. These are all
forms of the Functional Descriptions.

In undertaking the Functional Analysis/Allocation process, it is important to
establish criteria for completing (or stopping) the functional decomposition.
Usually, this means continuing until the functional requirement is clear and
realizable in hardware, software, and/or manual operations. In some cases, the
engineer will continue the effort beyond what is necessary until funding for the
activity has been exhausted. In establishing the “stop” criteria, recognize that
the objective of pushing the decomposition to greater detail is to reduce
program risk. At some point, the incremental risk reduction becomes smaller
than the cost (in both time and money) of the effort to further decompose.
Each program will be different, so it is impossible to set forth all-purpose stop
criteria. The program manager and Systems Engineer who understand their
specific program’s risks need to establish their own stop criteria early in the
process and ensure that the decomposition efforts are frequently reviewed.

Allocate Performance and Other Limiting Requirements

Requirements allocation is the further decomposition of system-level
requirements until a level is reached at which a specific hardware item or
software routine can fulfill the needed functional/performance requirements.
It is the logical extension of the initial functional identification and an integral
part of any functional analysis effort.

Functional requirements are fully allocated to functions and sub-functions in
the decomposition step. The objective of this step is to have every performance
or limiting requirement allocated to a function or sub-function at the next level
in the hierarchy of FFBDs. Some performance requirements will have already
been decomposed to do this, but additional requirements may need to be
derived.

Some straightforward allocation of functional requirements can be made, but
the procedure may involve the use of supporting analyses and simulations to
allocate system-level requirements. An example of the need for additional
analysis is the allocation of availability goals to Cls. These goals can only be
expressed as maintainability and reliability requirements. Allocations are made
by these parameters (e.g., maintainability and reliability), but only in
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conjunction with analytical and/or computer simulation to ascertain the impact
of a given set of allocations on system availability.

If a requirement cannot be allocated as a single, independent entity, then it
must be decomposed and the derived requirements allocated. Often this step
requires some anticipation of the results of System Architecture Synthesis
because decomposition of response-time or noise-level requirements is
equivalent to developing timing or noise budgets. In some cases, it will be
necessary to defer decomposition of performance and limiting requirements
until multiple stages of the functional hierarchy have been developed.

Design constraints recognize inherent limitations on the sizing and capabilities
of the system, its interfacing systems, and its operational and physical
environment. These typically include power, weight, propellant, data
throughput rates, memory, and other resources within the vehicle or which it
processes. These resources must be properly managed to ensure mission
success and that all constraints are identified to the designer prior to start of
detailed design. This should prevent the need for redesign due to unidentified
constraints. All SE groups should be involved in identifying and managing
constraints, primarily the Engineering Specialties: Reliability, Maintainability,
Producibility, Human Engineering, ElectroMagnetic Interference (EMI)/
ElectroMagnetic Compatibility (EMC), System Safety, Survivability, Support,
Security, and LCC/Design-to-Cost.

Design constraints are of paramount importance in the development of
derivative systems. A derivative system is a system that by mandate must
retain major elements of a prior system. For example, an aircraft may be
modified to increase its range while retaining its fuselage or some other major
elements. Constraints must therefore be firmly established, such as: Which
elements must remain unmodified?; What can be added?; and What can be
modified? The key principle to be invoked in the development of derivative
systems is that the requirements for the system as a whole must be achieved
while conforming to the imposed constraints.

Care must be exercised such that the myriad engineering specialty
requirements and constraints are incorporated into appropriate specifications.
Incorporation of engineering specialties personnel into the Systems
Engineering and Integration Team (SEIT) of an IPPD organization or into all
appropriate IPDTs are ways of ensuring that their requirements are
incorporated into specifications.

The following tasks constitute the bulk of the performance and other limiting
requirements allocation activity:
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1. Identify from the SOW all design constraints placed on the program.
This particularly includes those from compliance documents.

2. Identify the groups defining constraints and incorporate them into the
SE effort.

3. Analyze the appropriate standards and lessons learned to derive
requirements to be placed on the hardware and software Cl design.

4. Tailor the compliance documents to fit overall program needs.
5. ldentify the cost goals allocated to the design.

6. Define system interfaces and identify or resolve any constraints that
they impose.

7. Identify any COTS or NDI Cls that must be used and the constraints
that they may impose.

8. Document all derived requirements in specifications and ensure that
they are flowed down to the lowest Cl level.

9. Ensure that all related documents (i.e., operating procedures, etc.)
observe the appropriate constraints.

10. Review the design as it evolves to ensure compliance with
documented constraints.

Evaluate Alternative Functional Decompositions and Select One

Not all functional decompositions are of equal merit. As such, it is necessary to
consider alternative decompositions at each level and select the most
promising. Because of the reality of system design constraints, target costs, or
COTS/NDI elements, it is often desirable to produce multiple alternative
functional architectures that can then be compared in a trade study to pick the
one most effective in meeting the objectives.

Eventually, each sub-function in the lowest levels of the functional architecture
is going to be allocated to hardware, software, or manual operations. In
addition, each of these functions will have to be verified. The objective here is
to select those decompositions that lend themselves to straightforward
implementation and verification. Systems engineers may also be able to come
up with decompositions that allow a single function to be used at several
places within the hierarchy, thereby simplifying development.

This activity requires sound engineering judgment since there are various ad
hoc figures of merit that can be applied to evaluate alternative decompositions.
The degree of interconnectivity among functions is one possible measure.
Several measures for software-intensive systems can also be applied, such as
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high cohesion and low coupling. The systems engineer needs to be aware of
opportunities for using NDI hardware and software. That means that a sub-
function that has already been implemented in a compatible form on another
system may be preferred to one that has not.

Define/Refine Functional Interfaces (Internal and External)

Each function requires inputs to operate, and the subsequent product of a
function is an output. The objective of this step is to identify and document
where within the FFBD each function (or sub-function) will obtain its required
inputs and where it will send its outputs. Therefore, all internal and external
interfaces and the nature of the flows through each interface must be
completely identified and defined.

N’ diagrams (see Figure 4-23) are a systematic approach to identify, define,
tabulate, design, analyze, and document functional interfaces. These apply to
systems interfaces, equipment (i.e., hardware) interfaces, or software
interfaces. N° diagrams can also be used at later stages of the development
process to analyze and document physical interfaces between system
elements. An N? diagram is a visual matrix, which requires the user to generate
complete definitions of all the system interfaces in a rigid bi-directional, fixed
framework.

External

FFBD mput N2 Djagram
1 A A A
A to to to
— B B c D
B B
L| T to B to
External External A c
E>[A o c o
xterna
3 L Output
D D
— D tOA toc D

I =

Interfaces flow clockwise
(Outputs horizontal, Inputs vertical)

Figure 4-23 Sample FFBD and N? Diagram

The system functions are placed on the chart diagonal. The rest of the squares
in the N by N matrix represent the interface inputs and outputs. Interfaces
between functions flow in a clockwise direction. The entity being passed from
Function A to Function B, for example, can be defined in the appropriate
square. When a blank appears, there is no interface between the respective
functions. When all functions have been compared to all other functions, then
the chart is complete. If lower-level functions are identified in the process with
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corresponding lower-level interfaces, then they can be successively described
in expanded or lower level diagrams. Sometimes characteristics of the entity
passing between functions may be included in the box where the entity is
identified. One of the main functions of the chart, besides interface
identification, is to pinpoint areas where conflicts may arise between functions
so that system integration later in the development cycle can proceed
efficiently.*>*4*°

Alternatively, or in addition, Data/Control Flow Diagrams can be used to
characterize the flow of information among functions and between functions
and the outside world. As the system architecture is decomposed to lower and
lower levels, it is important to make sure that the interface definitions keep
pace and that interfaces are not defined that ignore lower-level
decompositions.

Define, Refine, and Integrate Functional Architecture

It may be necessary to make some final modifications to the functional
definitions, FFBDs, and interfaces to arrive at a viable allocation. The product of
this activity is a final FFBD hierarchy with each function (or sub-function) at the
lowest possible level uniquely described. The functional flow diagrams,
interface definitions, and allocation of requirements to functions and sub-
functions constitute the system Functional Architecture.

4.12.3 Object-Oriented Systems Engineering Method*

4.12.3.1 Overview

The Object-Oriented Systems Engineering Method (OOSEM) integrates a top-
down, model-based approach that can be used with the Object Management
Group (OMG)’s System Modeling Language (SysML™) to support the
specification, analysis, design, and verification of systems. OOSEM leverages
object-oriented concepts in concert with more traditional top-down SE
methods and other modeling techniques to help architect more flexible and
extensible systems that can accommodate evolving technology and changing
requirements. OOSEM is also intended to ease integration with object-oriented
software development, hardware development, and verification.

Object-oriented SE evolved from work in the mid 1990’s at the Software
Productivity Consortium (now the Systems and Software Consortium) in
collaboration with Lockheed Martin Corporation. The methodology was applied
in part to a large distributed information system development at Lockheed
Martin that included hardware, software, database, and manual procedure
elements. INCOSE Chesapeake Chapter established the OOSEM Working Group
in November 2000 to help further evolve the methodology. OOSEM is
summarized in various industry and INCOSE papers’*® and in the book
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entitled, A Practical Guide to SysML: Systems Modeling Language, by
Friedenthal, Moore, and Steiner.” An introduction to the methodology is also
available in the full-day Object-Oriented Systems Engineering Method (OOSEM)
Tutorial, by the Lockheed Martin Corporation and INCOSE OOSEM Working
Group.50

The OOSEM objectives are as follows:

e Capture and analyze requirements and design information to specify
complex systems

e Integration of model-based systems engineering (MBSE) methods with
object-oriented software, hardware, and other engineering methods

e Support system-level reuse and design evolution.

As stated above, OOSEM is a hybrid approach that leverages object oriented
techniques and an SE foundation. It also introduces some unique techniques, as
indicated in Figure 4-24.

Causal analysis
Enterprise modei
Elaborated cortext
_| Requirements varialion analysis
"] systemdogical decomposition
T Parlitioning criteria
Node allocation

" Top down SE approach

Recursive SE process
Common | Usecase/scenario driven (reqf’s —fest)
Black box/white box
OOS8E P

 UML/SysML
/ SE Foundation \4. _| SE Process
L Reqts, Trades, ...

Figure 4-24 Foundation of OOSEM

The OOSEM supports a SE process as illustrated in Figure 4-25.
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Figure 4-25 OOSEM Activities in the Context of the System Development Process

The core tenets of OOSEM include recognized practices essential to SE that
include: (1) IPPD (see Section 5.1.2.3), essential to improve communications,
and (2) a recursive “Vee” life-cycle process model that is applied to each level
of the system hierarchy (see Section 3.3).

As shown in Figure 4-26, OOSEM includes the following development activities:

e Analyze Needs

e Define System Requirements

e Define Logical Architecture

e Synthesize Allocated Architectures
e Optimize and Evaluate Alternatives

e Validate and Verify System.

These activities are consistent with typical SE “Vee” processes that can be
recursively and iteratively applied at each level of the system hierarchy.
Fundamental tenets of SE, such as disciplined management processes (i.e., risk
management, configuration management, planning, measurement, etc.) and
the use of multidisciplinary teams, must be applied to support each of these
activities to be effective. The full description of each OOSEM activity and
process flows are provided in A Practical Guide to SysML: Systems Modeling
Language® and in the Object-Oriented Systems Engineering Method (OOSEM)
Tutorial.>®
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Figure 4-26 OOSEM Activities and Modeling Artifacts
4.12.3.2 Elaboration

Systems Modeling Language

Object-oriented SE utilizes a model-based approach to represent the various
artifacts generated by the development activities using SysML™ as the
predominant modeling language. As such, it enables the systems engineer to
precisely capture, analyze, and specify the system and its elements and ensure
consistency among various system views. The modeling artifacts can also be
refined and reused in other applications to support product line and
evolutionary development approaches.

OMG SysML™ is used to model complex systems and is an extension of the
family of Unified Modeling Language (UML)-based standards that are intended
to provide standard representations with well-defined semantics that can
support model and data interchange. SysML™ has been developed as part of a
joint initiative between OMG and INCOSE.>***3

SysML™ includes diagrams that can be used to specify system structure,
parametric, requirement, and behavior and relationships. The modeling
elements represented in the diagram facilitate integration among the various
diagrams and views. The SysML™ diagram types shown in Figure 4-27 are
summarized below.
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Figure 4-27 SysML™ Diagram Types

The system structure is represented as block definition diagrams and internal
block diagrams. A block definition diagram describes the system hierarchy and
system/system element classifications. The internal block diagram describes
the internal structure of a system in terms of how its parts are inter-connected
using ports and connectors. In addition, a package diagram is used to organize
the model into packages that contain other model elements.

Behavior diagrams include the following:

e Use-case diagrams provide a high-level description of the system
functionality in terms of how external systems use the system under
consideration to achieve their goals.

e Activity diagrams represent the flow of data and control between
activities.

e Sequence diagrams represent the interaction in terms of the time
ordered exchange of messages between collaborating parts of a
system.

e State machine diagrams describe the states of a system or its parts,
and the transitions between the states in response to triggering
events, along with the actions that occur upon transition, entry, exit of
while in the state.

Requirements diagrams capture requirements hierarchies and the derivation,
satisfaction, and verification relationships. It provides a bridge between
requirements and system design models. The parametric diagram represents
constraints on system parameter values, such as performance, reliability, and
mass properties to support engineering analysis. SysML™ includes an allocation
relationship to represent allocation of functions to elements, allocation of
logical to physical elements, and other types of allocations.
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The SysML™ diagrams are intended to capture the specification and design of a
system. It is a general purpose modeling language that is intended to support
many different MBSE methods, such as the one described in Section 4.12.1.
Only a subset of the diagrams may be required to support a particular method.
For example, a simplified functional analysis method may only require activity
diagrams augmented by block definition diagrams, internal block diagrams, and
perhaps requirements diagrams.

Additional information on SysML™ can be found at the official OMG SysML™
website at http://www.omgsysml.org. This site contains general information on
SysML™, along with links to tool vendors, articles, and books.

Analyze Needs

This activity captures the “as-is” systems and organization, their limitations,
and potential improvement areas. The results of the “as-is” analysis are used to
develop the “to-be” organization and associated mission requirements. A Life-
cycle model (see Section 7.1) depicts the organization, its constituent systems,
including the systems to be developed or modified, and entities external to the
organization. The “as-is” organization is analyzed using causal analysis
techniques to determine its limitations, and used as a basis for deriving the
mission requirements and “to-be” model. The mission requirements are
specified in terms of the mission/organization needs, gaps, objectives, MOEs,
and top-level use cases. The use cases and scenarios capture the mission and
organization functionality.

Define System Requirements

This activity is intended to specify the system requirements that support the
mission requirements. The system is modeled as a black box that interacts with
the external systems and users represented in the Life-Cycle model. The
system-level use cases and scenarios reflect the operational concept for how
the system is used to support the organization. The scenarios are modeled
using activity diagrams with swim lanes that represent the black box system,
users, and external systems. The scenarios for each use case are used to derive
the black box system functional, interface, data, and performance
requirements. The requirements management database is updated during this
activity to trace each system requirement to the organization/mission level use
case and mission requirements.

Requirements variation is evaluated in terms of the probability that a
requirement will change (e.g., sensitivity analysis), which is included in the
risks, and later analyzed to determine how to design the system to
accommodate the potential change. A typical example may be a system
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interface that is likely to change or a performance requirement that is expected
to increase.

Define Logical Architecture

This activity includes decomposing and partitioning the system into logical
elements that interact to satisfy the system requirements. The logical elements
capture the system functionality. Examples may include a user interface that is
realized by a web browser, or an environmental monitor that is realized by a
particular sensor. The logical architecture/design mitigates the impact of
requirements changes on the system design, and helps to manage technology
changes.

Object-oriented SE provides guidelines for decomposing the system into its
logical elements. The logical scenarios preserve system black box interactions
with its environment. In addition, the logical system element functionality and
data are repartitioned based on partitioning criteria, such as cohesion,
coupling, design for change, reliability, performance, and other considerations.

Synthesize Allocated Architectures

The allocated architecture describes relationships among the physical system
elements, including hardware, software, data, human, and procedures. The
system nodes define the distribution of resources. Each logical element is first
mapped to a system node to address how the functionality is distributed.
Partitioning criteria is applied to address distribution concerns, such as
performance, reliability, and security. The logical elements are then allocated
to hardware, software, data, and manual procedure elements. The software,
hardware, and data architectures are derived based on the element
relationships. The requirements for each element are traced to the system
requirements and maintained in the requirements management database.

Optimize and Evaluate Alternatives

This activity is invoked throughout all other OOSEM activities to optimize the
candidate architectures and conduct trade studies to select the preferred
architecture. Parametric models for modeling performance, reliability,
availability, LCC, human, and other specialty engineering concerns are used to
analyze and optimize the candidate architectures to the level needed to
compare the alternatives. The criteria and weighting factors used to perform
the trade studies are traceable to the system requirements and MOEs. This
activity also includes the monitoring of TPMs and identifies potential risks. A
critical aspect of architecture optimization centers on interfaces that require
assessing alternatives based on interface concerns/optimization.
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Validate and Verify System

This activity is intended to verify that the system design satisfies its
requirements and to validate that the requirements meet the stakeholder
needs. It includes the development of verification plans, procedures, and
methods (e.g., inspection, demonstration, analysis, and test). System-level use
cases, scenarios, and associated requirements are primary inputs to the
development of the test cases and associated verification procedures. The
verification system can be modeled using the same activities and artifacts
described above for modeling the operational system. The requirements
management database is updated during this activity to trace the system
requirements and design information to the system verification methods, test
cases, and results.

Tool Support

Tool support for OOSEM can be provided by COTS-based OMG SysML™ tools
and associated requirements management tools. Other tools required to
support the full system life-cycle should be integrated with the SysML™ and
requirements management tools, such as configuration management,
performance modeling, and verification tools. A more complete set of OOSEM
tool requirements is provided in the referenced OOSEM tutorial.*

Offering/Availability

The OOSEM tutorial and training materials can be made available by contacting
the INCOSE OOSEM Working Group to gain access through the INCOSE Connect
collaboration space. Unlike other industry-provided Model-Based Systems
Engineering (MBSE) methodologies, OOSEM is not a formal offering that can be
purchased from any specific vendor, including professional services. However,
support services may be available by contacting representatives of the INCOSE
OOSEM Working Group.
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5 Project Processes

Within the system life cycle, the creation or upgrade of products and services is
managed by the conduct of projects. For this reason, it is important to
understand the contribution of SE to the management of the project. Project
Processes are defined in ISO/IEC 15288:2008 as follows:

The Project Processes are used to establish and evolve project plans, to
execute the project plans, to assess actual achievement and progress
against the plans and to control execution of the project through to
fulfillment. Individual Project Processes may be invoked at any time in
the life cycle and at any level in a hierarchy of projects, as required by
project plans or unforeseen events. The Project Processes are applied
with a level of rigour and formality that depends on the risk and
complexity of the project.*

Systems engineers continually interact with project management. One example
of this interaction is illustrated in Figure 5-1 below.

PROJECT

PROJECT PLANNIN
AND CONTROL

SYSTEMS
ENGINEERING

Task
Definitions
Risk
Management

Project
Planning

System
Architecture

Resource
Allocation

Technical
Coordination

Customer
Interaction

Financial Contract
Management

/

Figure 5-1 SE/Project Planning and Control Overlap2

System
Integration

-

Project Processes include: Project Planning, Project Assessment and Control,
Decision Management, Risk Management, Configuration Management,
Information Management, and Measurement. These processes are found
throughout an organization as they are essential to generic management
practices and apply both inside and outside the project context. This chapter of
the handbook focuses on processes relevant to the technical coordination of a
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project. Table 5-1 contains the list of acronyms that appear in the context
diagrams in this chapter.

Table 5-1 Acronym List

CMP Configuration Management Plan
IMP Information Management Plan
Qmp Quality Management Plan

RMP Risk Management Plan

SEP Systems Engineering Plan

WBS Work Breakdown Structure

5.1 Project Planning Process
5.1.1 Overview

5.1.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Project Planning Process is to produce and
communicate effective and workable project plans.

This process determines the scope of the project management and
technical activities, identifies process outputs, project tasks and
deliverables, establishes schedules for project task conduct, including
achievement criteria, and required resources to accomplish project
tasks.?

Project planning establishes the direction and infrastructure necessary to
assess and control the progress of a project and identifies the details of the
work and the right set of personnel, skills, and facilities with a schedule of need
for resources from within and outside the organization.

5.1.1.2 Description

Project planning starts with a statement of need, often expressed in a project
proposal. The Project Planning Process is performed in the context of the
organization. Life Cycle Model Management Processes (see Section 7.1)
establish and identify relevant policies and procedures for managing and
executing a technical effort; identifying the technical tasks, their
interdependencies, risks, and opportunities; and providing estimates of needed
resources and budgets. This is also the point in the process to determine the
need for specialized equipment or facilities and specialists during the project
life cycle to improve efficiency and effectiveness and decrease cost over-runs.
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For example, during product design, various disciplines work together to
evaluate parameters such as manufacturability, testability, operability, and
sustainability against product performance. In some cases, project tasking is
concurrent to achieve the best results. Figure 5-2 shows the Project Planning
Process Context Diagram.

Controls

- Applicable Laws and Regulations
- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

Activities Outputs

/ Inputs \

- Project Plan

- Acquisition Need

- Project Procedures and Standards
- Project Infrastructure Needs

- Source Documents
- Supply Proposal

- Standard Life Cycle Models - Define the Project

- Project Portfolio - Plan the Project Resources - Project Performance Measures
- Project Direction ) - Plan the Project Technical and ) Needs
- Strategy Documents Quality Management - Project Human Resource Needs

- Activate the Project _SEP

-amp

-Was

- Project Schedule
- Project Budget

- Project Constraints /

- Project Tailoring Strategy
- Skilled Personnel
- Corrective Actions

~N_

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure
- Project Infrastructure

Figure 5-2 Context Diagram for the Project Planning Process

5.1.1.3 Inputs
The inputs to the Project Planning Process include the following:

e  Source Documents

e Supply Proposal — Proposal and technical results from the initial
concept exploration stage

e Standard Life-cycle Models — Need to select the model or models
appropriate for the project

*  Project Portfolio — Including authorization to initiate the project and
project goals

*  Project Direction — Organizational direction to the project, includes
sustainment of projects meeting assessment criteria and redirection or
termination of projects not meeting assessment criteria

e  Strategy Documents — Including:

—  Organization Strategic Plan
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— Implementation Strategy

— Integration Strategy

—  Verification Strategy

— Transition Strategy

— Validation Strategy

— Operation Strategy

— Maintenance Strategy

— Disposal Strategy

— Decision Management Strategy

—  Risk Strategy

—  Configuration Management Strategy
— Information Management Strategy
— Measurement Strategy

— Acquisition Strategy

—  Supply Strategy

Project Tailoring Strategy — Describes the project-specific tailoring of
the organization’s standard processes

Skilled Personnel — The right people with the right skills at the right
time

Project Directives — Internal project directives based on assessment
and control activities

Corrective Actions — Resulting from project-related reviews and audits.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements —terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms
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Organization/Enterprise Infrastructure

Project Infrastructure.

5.1.1.4 Outputs
Outputs of the Project Planning Process include the following:

Project Plan — May be a single plan; on larger projects, may consist of
multiple plans.

Acquisition Need — For systems, subsystems, and system elements that
need to be acquired.

Project Procedures and Standards — Project-unique procedures and
standards to guide the technical effort.

Project Infrastructure Needs — Infrastructure needs, including
commitments to external stakeholders, are derived from and require
coordination with the organization.

Project Performance Measures Needs — |dentification of measures that
are analyzed to identify any deviations from the plans or technical
performance of the product, then used to make decisions regarding
future work and technical options.

Project Human Resource Needs — Personnel needs are derived from
and require coordination with the organization.

Systems Engineering Plan (SEP) — Includes identification of required
technical reviews and their completion criteria, methods for
controlling changes, risk and opportunity assessment and
methodology, and the identification of other technical plans and
documentation to be produced for the project.

Quality Management Plan (QMP)
Work Breakdown Structure (WBS) — Including a data dictionary.

Project Schedule — May include a top-level milestone schedule and
multiple levels (also called tiers) of schedules of increasing detail and
task descriptions with completion criteria and work authorizations.

Project Budget — Includes labor, infrastructure, acquisition, and
enabling system costs along with reserves for risk management.

Project Constraints — Anything that may limit or restrict the project or
system solution.
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5.1.1.5 Process Activities
The Project Planning Process includes the following activities:

e  Define the Project

Analyze the project proposal and related agreements to define
the project scope

Identify project objectives and project constraints

Establish tailoring of organization procedures and practices to
carry out planned effort. Chapter 8 contains a detailed
discussion on tailoring.

Define and maintain a life cycle model that is tailored from the
defined life cycle models of the organization.

*  Plan Project Resources

Establish the roles and responsibilities for project authority

Define top-level work packages for each task and activity
identified. Each work package should be tied to required
resources including procurement strategies.

Develop a project schedule based on objectives and work
estimates

Define the infrastructure and services required
Define costs and estimate project budget

Plan the acquisition of materials, goods and enabling system
services

®  Plan Project Technical and Quality Management

Prepare a SEP; tailor the Quality, Configuration, Risk and
Information Management plans to meet the needs of the
project

Tailor the organization Risk Management Processes and
practices in accordance with the agreements and the SEP to
establish a systematic approach for identifying and handling risk

Tailor the organization Configuration Management Processes
and practices in accordance with the agreements and the SEP to
establish a systematic approach for identifying and handling
change requests
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Activate the Project.

Common approaches and tips:

5.1.2

An important outcome of planning is the SEP. This plan identifies the
activities to be accomplished, key events that must be satisfied at
decision gates throughout the project, work packages that define the
working schedule, and the assignment of required resources (i.e.,
people, equipment, and facilities) that define the project budget. Each
decision gate will have a list of activities or tasks that must be
successfully completed prior to entering the decision gate. This plan
references other planning instruments that are tailored for use on the
project, such as the Configuration Management, Risk Management,
and Information Management Plans discussed in later sections of this
chapter.

IPDTs are frequently used to break down communications and
knowledge stovepipes within organizations.”

Creation of the WBS is an activity where SE and project management
intersect.’

Skipping or taking shortcuts in the planning process reduces the
effectiveness of other Project Processes.

Even agile project management methods include planning — the cycles
may be shorter and more frequent, but planning is an essential
process.

Incorporate risk assessment early in the planning process to identify
areas that need special attention or contingencies. Always attend to
the technical risks.

The Project Management Institute is a source of guidelines for project
planning.®

The ISO/IEC 16326 standard for project management also provides
additional guidance on this subject.

Elaboration

5.1.2.1 Project Planning Concepts

Project Planning estimates the project budget and schedule against which
project progress will be assessed and controlled. Systems engineers and project
managers must collaborate in project planning. Systems engineers perform
technical management activities consistent with project objectives. Technical
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management activities include planning, scheduling, reviewing, and auditing
the SE process as defined in the SEP, and the SE Master Schedule (SEMS).

5.1.2.2 Systems Engineering Plan

The SEP (also called Systems Engineering Management Plan, or SEMP) is the
top-level plan for managing the SE effort and, as such, defines how the project
will be organized, structured, and conducted and how the total engineering
process will be controlled to provide a product that satisfies stakeholder
requirements. A well-written SEP provides guidance to a project and helps the
organization avoid unnecessary discussions about how to perform SE.
Organizations generally maintain a template of the SEP suitable for tailoring
and reuse. Effective project control requires that there be a SEP, which the
systems engineer keeps current and uses on a daily basis to manage the team’s
actions.

Note: The U.S. DOD and others use the SEP to describe how the government
will manage their SE efforts. They use the term SEMP to describe how the
contractor will manage their SE efforts. This handbook uses SEP for both.

The SEMS is an essential part of the SEP and a tool for project control because
it identifies the critical path of technical activities in the project. Verification
activities may also receive special attention in the SEMS. In addition, the
schedule of tasks and dependencies helps justify requests for personnel and
resources needed throughout the development lifecycle.

The SEP and SEMS are supported by a project or contract WBS that defines a
project task hierarchy. Work authorization is the process by which the project is
baselined and financially controlled. A description of the organization
procedures for starting work on a part of the WBS may be defined in the SEP.

Technical Performance Measures (see Section 5.7.2.4) are a tool used for
project control, and the extent to which TPMs will be employed should be
defined in the SEP.’

A SEP should be prepared early in the project, submitted to the customer (or to
management for in-house projects), and used in technical management for the
concept and Development Stages of the project, or the equivalent in
commercial practice. Creation of the SEP involves defining the SE processes,
functional analysis approaches, what trade studies will be included in the
project, schedule, and organizational roles and responsibilities, to name a few
of the more important aspects of the plan. The SEP also reports the results of
the effort undertaken to form a project team and outlines the major
deliverables of the project, including a decision database, specifications, and
baselines. Participants in the creation of the SEP should include senior systems
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engineers, representative subject matter experts, project management, and
often the customer.

The format of the SEP can be tailored to fit project, customer, or company
standards. Usually, SE organizations maintain a focus on SE processes. To
maximize reuse of the SEP for multiple projects, project-specific appendices are
often used to capture detailed and dynamic information, such as the decision
database, a schedule of milestones and decision gate reviews, and the
methodology to be used in resolving problems uncovered in reviews.

The process inputs portion of the SEP identifies the applicable source
documents (e.g., customer specifications from the RFP, SOW, industry
standards, etc.) to be used in the performance of the project and in developing
associated deliverables (e.g., the Systems Specification and Technical
Requirements Document). It also may include previously developed
specifications for similar systems and company procedures affecting
performance specifications. A technical objectives document should be
developed and may be one of the source documents for the decision database.
The document may also be part of the ConOps for the system (see Section
4.1.2.5).

The approach and methods used to define the performance and functional
requirements for the following SE and Specialty Engineering areas should also
be documented:

1. Organization of the project and how SE interfaces with the other parts
of the organization. How are communications at these interfaces
handled? How are questions and problems elevated up the
organization and resolved?

Responsibilities and authority of the key positions

Clear system boundaries and scope of the project

Project assumptions and constraints

Key technical objectives

Risk and opportunity plan, assessment, and methodology
Validation planning (not just verification planning)

Configuration Management planning

L 0 N o U B W N

QA planning

[EY
o

. Infrastructure support and resource management (i.e., facilities, tools,
IT, personnel, etc.)
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11. Reliability, availability, maintainability, supportability, and Integrated
Logistics Support (ILS)

12. Survivability, including nuclear, biological, and chemical

13. EMC, radio frequency management, and electrostatic discharge
14. Human Engineering and HSI

15. Safety, health hazards, and environmental impact

16. System security

17. Producibility

18. Test and evaluation

19. Testability and integrated diagnostics

20. Computer resources

21. Transportability

22. Other engineering specialties bearing on the determination of
performance and functional requirements.

Under some circumstances, the SEP may address Design-to-Cost (see Section
9.6) and Value Engineering (see Section 9.13) practices to provide insight into
system/cost-effectiveness. For example, can the project be engineered to have
significantly more value with minimal additional cost? If so, does the customer
have the resources for even the modest cost increase for the improvement?
The intent is to assure the customer that no obvious cost-effective alternatives
have been overlooked.

Technical reviews are essential to ensure that the system being developed will
meet requirements and that the requirements are understood by the
development team. Formal reviews are essential to determine readiness to
proceed to the next stage of the system life cycle. The number and frequency
of these reviews and their associated decision gates must be tailored for
specific projects. The SEP should list what technical reviews will be conducted
and the methodology to be used in solving problems uncovered during those
reviews.

The system life cycles shown in Figure 3-3 illustrate the appropriate time for
reviews and decision gates. They may or may not be right for a given project,
and some projects may need more or fewer reviews. Additionally, formal,
documented decision gates, with the customer in attendance, can impose
significant cost on the project. As such, projects should plan to use more-
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frequent, informal, in-house reviews to resolve most issues; and strive to exit
decision gates with no major customer-imposed Action Items.

Transitioning critical technologies should be done as a part of Risk
Management (see Section 5.4), but is called out separately here for special
emphasis. Critical technologies should be identified and the steps outlined for
risk management should be followed. Additionally, completed and planned Risk
Management work should be explicitly referenced in the SEP.

The system being proposed may be complex enough that the customer will
require training to use it. During the project, it may be necessary to train those
who will develop, manufacture, verify, deploy, operate, support, conduct
training, or dispose of the system. A plan for this training is required in the SEP
and should include the following:

Analysis of performance
Behavior deficiencies or shortfalls

Required training to remedy deficiencies or shortfalls

S

Schedules to achieve required proficiencies.

Verification is usually planned using a verification matrix that lists all the
requirements and anticipated verification methods. The possible methods of
verification include inspection, analysis, demonstration, and test. The SEP
should state, at least in preliminary general terms, that a verification plan will
be written to define the items to be verified and which methods will be used to
verify performance. The plan should also define who is to perform and witness
the verification of each item. This should also relate to the SEMS for time
phasing of the Verification Process. Detailed procedures are usually not written
for inspection, analysis, and demonstration methods. Simulations may be used
for testing, when quantifiable results are needed, or for demonstration, when
gualitative results are satisfactory.

As stated at the beginning of this section, a well-written SEP provides guidance
to a project and helps the organization avoid unnecessary discussions about
how to perform SE. In addition, a schedule and organization are defined that
help the project procure the personnel needed throughout the development
lifecycle and assess progress.

5.1.2.3 Integrated Product and Process Development

Integrated Product Development (IPD) evolved from recognizing the need to
consider all elements of the product life cycle, from conception through
disposal, starting at the beginning of the life cycle. Important items to be
considered include quality, cost, schedule, user requirements, manufacturing,
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and support. Further, IPD implies the continuous integration of the entire
product team, including engineering, manufacturing, verification, and support,
throughout the product life cycle.

Historically, traditional development took place in series, with one activity
starting as the preceding one was completed. This is a very lengthy process,
and the product could become obsolete before it is completed. With good
interface definition and control, IPD, involving the entire team, can speed up
the development process.

In the early 1990s, companies began to discover that they really could be more
productive and reduce the risks inherent in concurrent product development if
they moved away from the traditional hierarchical management structure and
organized into Integrated Product Teams (IPTs). Some of the greatest
productivity gains came in three areas:

e Unleashing the team’s ingenuity through decentralized processes
e Avoidance of previous problems through new, creative approaches

e Better integration between engineering and manufacturing.

In turn, these led to improved product features, performance, quality, and
customer satisfaction. Later, as the importance of process was recognized, the
terminology was modified to Integrated Product & Process Development, or
IPPD. The following definitions apply to this concept:

e Integrated Product Development Team (IPDT) — A multidisciplinary
group of people who are collectively responsible for delivering a
defined product or process.

e Integrated Product & Process Development (IPPD) — The process of
using IPDTs to simultaneously develop the design for a product or
system and the methods for manufacturing the product or system.
The process verification may consist of review of a process description
by an IPDT. It may also include a demonstration to an IPDT of a
process.

e Concurrent Engineering — Is a management/operational approach
which aims to improve product design, production, operation, and
maintenance by developing environments in which personnel from all
disciplines (i.e., design, marketing, production engineering, process
planning, and support) work together and share data throughout all
stages of the product life cycle.
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Integrated development has the potential to introduce more risk into a
development program because downstream activities are initiated on the
assumption that upstream activities will meet their design and interface
requirements. However, the introduction of a hierarchy of cross-functional
IPDTs, each developing and delivering a product, has been found to actually
reduce risks and provide better products faster. Hence, the objectives of using
IPPD are as follows:

e Reduce time to market
* Improve product quality
e Reduce waste

e Save costs through the complete integration of SE life-cycle processes.

In addition to these tangible outcomes, IPPD improves team communications
through IPDTs, implements a proactive risk process, makes decisions based on
timely input from the IPDT, and improves customer involvement.

Integrated Product Development Team Overview

An IPDT is a process-oriented, integrated set of cross-functional teams (i.e., an
overall team comprised of many smaller teams) given the appropriate
resources and charged with the responsibility and authority to define, develop,
produce, and support a product or process (and/or service). Process
orientation means that each team is staffed with all the skills necessary to
complete their assigned processes, which may include all or some of the
development and production steps.

As noted above, industry has learned that IPDTs, using best practices and
continuous improvement, achieve significant process improvements resulting
in:

e Seamless interfaces within the teams
e Reduced engineering design time
e Fewer problems in transition from engineering to manufacturing

e Reduced development time and cost.

The general approach is to form cross-functional IPDTs for all products and
services. There are typically three types of IPDTs:

1. Systems Engineering and Integration Team (SEIT)

2. Product Integration Team (PIT)
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3. Product Development Team (PDT).

These integrated teams each mimic a small, independent project focusing on
individual elements and/or their integration into more-complex subsystems
and elements. The SEIT balances requirements between product teams, helps
integrate the other IPDTs, focuses on the integrated system and system
processes, and addresses systems issues, which, by their nature, the other
IPDTs would most likely relegate to a lower priority. Although the teams are
organized on a process basis, the organizational structure of the team-of-teams
may approach a hierarchical structure for the product, depending upon the
way the product is assembled and integrated.

The focus areas for the three types of IPDT teams and their general
responsibilities are summarized in Table 5-2. This arrangement is often
applicable to large, multi-element, multiple subsystem programs, but must be
adapted to the specific project. For example, on smaller programs, the number
of PIT teams can be reduced or eliminated. In service-oriented projects, the
system hierarchy, focus, and responsibilities of the teams must be adapted to
the appropriate services.

Team members’ participation will vary throughout the product cycle, and
different members may have primary, secondary, or minor support roles as the
effort transitions from requirements development through the different stages
of the project life cycle. For example, the manufacturing and verification
representatives may have minor, part-time advisory roles during the early
product definition stage, but will assume primary roles later, during
manufacture and verification. The idea is to have team members participate to
the degree necessary from the outset to ensure their needs and requirements
are reflected in overall project requirements and planning to avoid costly
changes later. Further, it is good for at least some of the team to remain
throughout the product cycle to retain the team’s “project memory.”

Finally, IPDTs must be empowered with life-cycle (Concept-to-Retirement)
responsibility for their products and systems and with the authority to get the
job done. Further, they should not be looking to higher management for key
decisions. They should, however, be required to justify their actions and
decisions to others, including interfacing teams, the system integration team,
and project management.
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Table 5-2 Types of IPDTs, their Focus and Responsibilities

System Hierarchy Team Type + Focus Responsibilities

External Interface & System System Engineering & Integration Team (SEIT)

e Integrated System and Processes
e External & Program Issues

e System Issues & Integrity

e Integration & Audits of Teams

Upper-level Elements Product Integration Teams (PITs)

¢ Integrated H/W and S/W
¢ Deliverable Item Issues & Integrity
e Support to Other Teams (SEIT and PDTs)

Lower-level Elements (e.g., Product Development Teams (PDTs)
Assemblies, Components, and
Parts) * Hardware and Software

¢ Product Issues & Integrity
¢ Primary Participants (Design and Mfg.)
e Support to Other Teams (SEIT and PITs)

Integrated Product Development Team Process

As stated above, the basic principle of IPDT is to get all disciplines involved at
the beginning of the product development process to ensure that needs and
requirements are completely understood for the full life cycle of the product.
Historically, the initial development of requirements has been led by systems
engineers. In an IPDT, systems engineers still lead the requirements
development process, but now more (preferably all) disciplines participate.

Requirements are developed initially at the system level, then successively at
lower levels as the requirements are flowed down. Teams, led by systems
engineers, perform the up-front SE activities at each level. This is different from
the previous, classical development approach where systems engineers did the
up-front work and passed the requirements along to development engineers
who passed their designs on to manufacturing, and so forth, without the
continuous involvement of the initial engineers. Ultimately, this resulted in a
loss of understanding caused by asynchronous communications.

In an IPPD environment, IPDTs do their own internal integration. A SEIT
representative belongs to each product team (perhaps several); with both
internal and external team responsibilities. There is extensive iteration
between the product teams and the SEIT to converge on requirements and
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design concepts, although this effort should slow down appreciably after the
preliminary design review and as the design firms up.

Systems engineers participate heavily in the SEIT and PIT and to a much lesser
extent in the PDT. Regardless, the iterative SE processes described in this
handbook are just as applicable to all teams in the IPPD environment as they
were in previous styles of organization. In fact, it is easier to apply the
processes throughout the program because of the day-to-day presence of
systems engineers on all teams.

All IPDTs have many roles, and their integration roles overlap, based on the
type of team and the integration level. Figure 5-3 gives examples for various
program processes and system activities. In this figure, Program Processes
covers just about anything required on the program. The three bars on the left
of the figure show the roles of the three types of product teams at different
levels of the system. Note, for example, that the SEIT leads and audits in
external integration and in system integration activities, as indicated by the
shaded bar. But, for those program processes involving lower-level elements
(e.g., parts, components, or subassemblies), the appropriate PDTs are the
active lead and audit participants, supported by the SEIT and the PIT.

Basic system activities include system requirements derivation, system
functional analysis, requirements allocation and flowdown, system trade-off
analysis, system synthesis, system integration, TPM, and system verification.
The bars for activities 1, 2, and 3 in the chart show that the SEIT leads and
audits activities on different system activities while the element teams
participate. The lower-level system element (e.g., assembly, subassembly,
component, and part) teams provide additional support, if requested.

The column at the right side of Figure 5-3 shows other integration areas where
all teams have some involvement. The roles of the various teams must also be
coordinated for these activities, but should be similar to the example.
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Figure 5-3 Examples of Complementary Integration Activities of IPDTs

Organizing and Running a High-Performance IPDT

The basic steps necessary to organize and run an IPDT on a project are as
follows. Each step is discussed in turn, with a summary of the key activities that
should take place during the step.

1. Define the IPDT teams for the project — Develop IPDT teams that cover
all project areas.

2. Delegate responsibility and authority to IPDT leaders — Select
experienced team leaders early in the development process and avoid
frequent budget changes through-out the life cycle.

3. Staff the IPDT — Candidates must work well in a team environment,
communicate well, and meet their commitments.

e Balance the competency, availability, and full-time commitment
of the core team.

e Plan when competencies are needed and not needed.

e Identify issues where specialists are needed.
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4. Understand the team’s operating environment — Recognize how the
team directly or indirectly influences other teams and the project as a
whole.

5. Plan and conduct the “Kick-Off Meeting” — Recommend two kick-off
meetings, one for the project as a whole and one for the individual
IPDTs. Well planned kick-off meetings will set the project off on the
right foot.

6. Train the team — Training for the project is a critical element. The
following recommended topics should be covered:

e Tailored SE process for the project

e Project description, customer stakeholders, purpose, mission,
organization, schedule, budget

e Terminology and nomenclature

e Access to project products

e Communications skills

e Team-of-Teams concept

e Project IPDT procedures, measures, and reporting.

Additional training sessions should be held and self learning guides
should be developed to help new team members come up to speed on
the project when staff turnover occurs.

7. Define the team vision and objectives — Use collaborative
brainstorming in the initial IPDT meetings to develop the team’s vision
and objectives such that each member has an ownership. It most likely
will be necessary to bring in other IPDT members, management, and
customers to flesh out the vision and objectives of the team.

8. Have each team expand the definition of its job — Once the higher level
project plan has been reviewed, each team must identify the tasks,
roles, responsibilities, and milestones of the team and each of the
members. Members need to understand how their individual tasks fit
into the higher level project-program tasks.

9. Establish an expectation of routine Process Assessment and
Continuous Improvement — Each team must document the process
they are using and the key measures to be monitored. The teams must
have the mindset of continuous improvement, monitor their own
activities, and continually make course corrections along the way.
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10. Monitor team progress via measures and reports — Each team will
have a set of measures and reports to monitor its own progress. These
reports and measures must be reviewed by the SEIT that coordinates
among the other IPDTs. These measures may include an Earned Value
Report and technical measures, such as a Defect Rate report. The
selected measures are dependent on the team’s role on the project.

11. Sustain and evolve the team throughout the project — Personnel
assignments to a team will vary as each team grows, shrinks, and
changes skill mix over the project life cycle. As issues arise, technical
specialists may need to join the team to help address these specific
issues. Services such as marketing, program controls, procurement,
finance, legal, and human resources generally support the team at a
steady, low level of effort, or as required.

12. Document team products — The team’s products should be well
defined and do not usually change significantly. Because of the IPDT
structure, the overhead of cross-organizational communication varies.
Ideally, this would be reduced or eliminated. When multiple
documents are required, different team members, with identified
backups, should be assigned as the responsible author with
contributions from other team members. The IPDT should maintain a
log of activities in addition to the mission, vision, objectives,
deliverables, meeting minutes, decisions, tailored processes,
agreements, team project information, and contact information.

13. Close the project and conduct follow-up activities — In conjunction with
step 12, the IPDT should maintain records as though the project may
be re-engineered at some future time and all close-out products must
be accessible. All IPDT logs should be organized the same way, when
possible, such that they can be easily integrated into an overall project
report. The close-out should include lessons learned, recommended
changes, and a summary of measures for the team.

Project managers should review team staffing plans to ensure proper
composition and strive for continuity of assignments. It has been observed that
the advantages of a full-time contributor outweigh the work of many part-time
team members. Similarly, the loss of a key team member who knows how and
why things are done can leave the team floundering. On IPDTs, it is important
to have people who can work well together and communicate. However, team
results may be condemned to mediocrity by avoiding outstanding technical
specialists and professionals who can really make a difference. Table 5-3 lists
ten techniques for achieving high performance in an IPDT.
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Table 5-3 Ten Techniques for High Performance in Integrated Product
Development Teams (IPDTs)

Recommended Technique

1. Carefully select the staff — Excellent people do excellent work.

2. Establish and maintain positive team interaction dynamics — all should know what is
expected of the team and each individual, all should strive to meet commitments,
interactions should be informal but efficient, and a “no blame” environment where
problems are fixed and the team moves on

3. Generate team commitment and buy-in —to the vision, objectives, tasks, and schedules

4, Breakdown the job into manageable activities — those that can be accurately scheduled,
assigned, and followed-up on weekly

5. Delegate and spread out routine administrative tasks among the team — frees the leader
to participate in technical activities, give every team member some administrative/
managerial experience

6. Create a “world class” analysis and simulation capability — for requirements and
performance to be better than the competition

7. Schedule frequent team meetings with mandatory attendance for quick information
exchanges — everyone is current; assign action items with assignee and due date

8. Maintain a Team Leader’s Notebook

9. Anticipate and surface potential problems quickly (internally and externally)

10. | Acknowledge and reward good work.

Potential IPDT Pitfalls

Ample opportunities exist to go astray before team members and leaders go
through several project cycles in the IPDT framework and gain the experience
of working together. As such, there are some things teams should watch out
for. Table 5-4 describes eight pitfalls common to the IPDT environment.

Table 5-4 Pitfalls of using IPDT

IPDT Pitfalls What to do
1. |Spending too much time defining the vision and Converge and move on
objectives
2. |Insufficient authority — IPDT members must Give team leader adequate
frequently check with management for approval responsibility, or put the manager on
the team
3. |IPDT members are insensitive to management issues |Team leader must remain aware of

and over commit or overspend overall project objectives and
communicate to team members
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IPDT Pitfalls What to do
4. |Teams are functionally-oriented rather than cross- Review step 1 Organizing and Running
functionally process-oriented an IPDT (see above)
5. [|Insufficient continuity of team members throughout |Management should review staffing
the project requirements

6. |Transition to the next stage team specialists occurs Review staffing requirements
too early or too late in the schedule

7. |Overlapping assignments for support personnel Reduce the number of teams
compromises their effectiveness

8. |Inadequate project infrastructure Management involvement to resolve

As noted in Pitfall 2, some things do require checking with higher authority.
Encourage team members to anticipate these from the outset. Functional
managers and supervisors, if any, must remain aware of major team issues and
coach, guide, and train participants until they gain the requisite experience.

5.2 Project Assessment and Control Process
5.2.1 Overview

5.2.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Project Assessment and Control Process is to
determine the status of the project and direct project plan execution to
ensure that the project performs according to plans and schedules,
within projected budgets, to satisfy technical objectives.

This process evaluates, periodically and at major events, the progress
and achievements against requirements, plans and overall business
objectives. Information is communicated for management action when
significant variances are detected. This process also includes redirecting
the project activities and tasks, as appropriate, to correct identified
deviations and variations from other project management or Technical
Processes. Redirection may include re-planning as appropriate.8

Assessments are scheduled periodically and for all milestones and decision
gates. The intention is to maintain good communications within the project
team and with the stakeholders, especially when deviations are encountered.
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The process uses these assessments to direct the efforts of the project,
including redirecting the project when the project does not reflect the
anticipated maturity.

5.2.1.2 Description

The Project Planning Process (see Section 5.1) identified details of the work
effort and expected results. The Project Assessment and Control Process
collects data to evaluate the adequacy of the project infrastructure, the
availability of necessary resources, and compliance with project performance
measures. Assessments also monitor the technical progress of the project, and
may identify new risks or areas that require additional investigation. A
discussion of the creation and assessment of TPMs is found in Section 5.7.2.4.

The rigor of the Project Assessment and Control Process is directly dependent
on the complexity of the system-of-interest. Project control involves both
corrective and preventive actions taken to ensure that the project is
performing according to plans and schedules and within projected budgets. The
Project Assessment and Control Process may trigger activities within the other
process areas in this chapter. Figure 5-4 is the context diagram for the Project
Assessment and Control Process.

Contrals

- Applicable Laws and Regulations
- Industry Standards

- Agreements

- Project Procedures and Standards

/ Inputs \ Activities e Outputs N

- Project Plan

- Risk Profile

- Configuration Baselines
- SEP

- WBS

- Project Schedule

- Project Budget

- Procedures

- Reports

N, _

- Assess the Project - Project Performance Measures Data
- Control the Project ) - Project Status Report

- Close the Project - Project Directives

- Change Requests

N

A

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

Figure 5-4 Context Diagram for the Project Assessment and Control Process
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5.2.1.3 Inputs
Inputs to the Project Assessment and Control Process include:

e The project baseline documented during the Project Planning Process:

Project Plan

Systems Engineering Plan (SEP)
WBS

Project Schedule

Project Budget

e  Procedures — Procedures generated and used in the life cycle
processes including:

Integration Procedure
Verification Procedure
Transition Procedure
Validation Procedure
Maintenance Procedure

Disposal Procedure

®  Reports — Reports generated from the life cycle processes including:

Integration Report

Verification Report

Transition Report

Validation Report

Operation Report

Maintenance Report

Disposal Report

Decision Report

Risk Report

Configuration Management Report
Information Management Report

Measurement Report
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— Acquisition Report
—  Supply Report
— Infrastructure Management Report
e  Other inputs — including:
— Risk Profile (sometimes referred to as a risk matrix)

—  Configuration Baselines.
This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

*  Project Procedures and Standards — including project plans

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure

®  Project Infrastructure.

5.2.1.4 Outputs
Outputs of the Project Assessment and Control Process include the following:

e Project Performance Measures Data — Data provided to measure
project performance

*  Project Status Report — Information on the health and maturity of the
project work effort generated on a periodic basis

e Project Directives — Internal project directives based on action
required due to deviations from the project plan. New directions are
communicated to both project team and customer, when appropriate.
If assessments are associated with a decision gate, a decision to
proceed, or not to proceed, is taken.

e Change Requests — Requests to update any formal baselines that have
been established.

5.2.1.5 Process Activities
The Project Assessment and Control Process includes the following activities:
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e  Assess the Project

Determine actual and projected cost against budget, actual and
projected time against schedule, and deviations in project
guality

Evaluate the effectiveness and efficiency of the performance of
project activities

Evaluate the adequacy and the availability of the project
infrastructure

Evaluate project progress against established criteria and
milestones

Conduct required reviews, audits, and inspections to determine
readiness to proceed to next milestone

Monitor critical tasks and new technologies (see Section 5.4,
Risk Management)

Make recommendations for adjustments to project plans —
these are input to the project control process and other
decision-making processes

Communicate status as designated in agreements, policies, and
procedures

Analyze assessment results

e  Control the Project

Initiate corrective actions when assessments indicate deviation
from approved plans

Initiate preventive actions when assessments indicate a trend
toward deviation

Initiate problem resolution when assessments indicate non-
conformance with performance success criteria

Establish work items and changes to schedule to reflect the
actions taken

Negotiate with suppliers for any goods or services acquired
from outside the organization

Make the decision to proceed, or not to proceed, when
assessments support a tollgate or milestone event

e C(Close the Project.

201

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



International Council on Systems Engineering,

INCOSE Systems Engineering Handbook v. 3.2.2

O S E INCOSE-TP-2003-002-03.2.2

October 2011

Common approaches and tips:

5.2.2

One way for project management to remain updated on project status
is to conduct regular team meetings. Short standup meetings on a
daily or weekly schedule are effective for smaller groups.

Prevailing wisdom suggests that “what gets measured gets done,” but
projects should avoid the collection of measures that are not used in
decision-making.

The Project Management Institute provides industry-wide guidelines
for project assessment, including Earned Value Management
techniques.

Project teams need to identify critical areas and control them through
monitoring, risk management, or configuration management.

An effective feedback control process is an essential element to
enable the improvement of project performance.

Agile project management techniques schedule frequent assessments
and make project control adjustments on tighter feedback cycles than
other plan-driven development models.

Tailoring of organization processes and procedures (see Chapter 8)
should not jeopardize any certifications. Processes must be
established with effective review, assessment, audit, and upgrade.

Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

5.3 Decision Management Process

53.1

Overview

5.3.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Decision Management Process is to select the most
beneficial course of project action where alternatives exist.

This process responds to a request for a decision encountered during
the system life cycle, whatever its nature or source, in order to reach
specified, desirable or optimized outcomes. Alternative actions are
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analyzed and a course of action selected and directed. Decisions and
their rational are recorded to support future decision-making.’

Decisions are made throughout the life cycle of every system whenever
alternative courses of action exist. Milestones and decision gates mark the
most formal decisions. Less formal decisions require less structure, but
documenting all decisions, with their rationale, supports future decision-
making.

5.3.1.2 Description

As the system progresses from early concept definition throughout
sustainment, decisions are needed to direct the focus of all personnel toward
the desired result. Every decision involves an analysis of alternative options,
the selection of a course of action, and recording of the eventual decision with
supporting documentation.

Decisions come from many sources and range from programmatic to highly
technical, and different strategies are appropriate to each category of decision.
All decisions are taken within the context of an organization. Some decisions
are made within the context of other processes, for example, approval of an
ECP within the Configuration Management Process (see Section 5.5). Figure 5-5
shows the context diagram for the Decision Management Process.

Controls

- Applicable Laws and Regulations

- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

/ Inputs \ Activities Outputs
S - Plan and Define Decisions
- Decision Situation ) - Analyze the Decision Information ) - Decision Management Strategy

- Track the Decision - Decision Report

\;/ \—J AN /
A

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

Figure 5-5 Context Diagram for the Decision Management Process
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5.3.1.3 Inputs
Inputs to the Decision Management Process include the following:

e Decision Situation — Decisions related to decision gates are taken on a
pre-arranged schedule; other requests for a decision may arise from
any stakeholder and originate from any life cycle process.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure

®  Project Infrastructure.

5.3.1.4 Outputs
Outputs of the Decision Management Process include the following:

e Decision Management Strategy — |dentifies the degrees of rigor and
formality regarding decisions

e Decision Report — The approved decision is documented and
communicated along with rationale, assumptions, constraints, and
supporting analysis.

5.3.1.5 Process Activities
The Decision Management Process includes the following activities:

e  Plan and Define Decisions

— ldentify the need for a decision and the strategy for making the
decision, including desired outcomes and measurable success
criteria

e Analyze the Decision Information

— Involve all personnel with knowledge and experience relevant
to the decision
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— Evaluate the consequences of alternative choices using the
selected strategy and optimize the decision

—  Make the decision, based on the relevant data and inputs
e Track the Decision

— Record the decision, with the relevant data and supporting
documentation

— Communicate new directions from the decision.
Common approaches and tips:

e Decisions should be taken in consideration of prior history, and all
relevant persons should be involved in the decision-making activities.

e Decision support systems and techniques have been developed to
assist decision makers in considering the implications of various
courses of action.

e  Failure to maintain a history of prior studies and decisions can result in
wasted effort when old questions reappear.

5.3.2 Elaboration

Making good decisions requires adequate information, experience, and good
judgment. The techniques discussed in the following paragraphs are found in
the literature and have proven to be effective aids in making good decisions. In
some cases, a technique may use mathematics to produce a result useful in the
decision-making process, such as the hydrographical models used to assess the
environmental restrictions in the @resund Strait (see Section 3.6.2). People
often make decisions based on intuition and judgment; these techniques are
aides to decision-making.*

5.3.2.1 Making Difficult Decisions via Decision Analysis

Decision analysis is a method of identifying the best option from a set of
alternatives, under uncertainty, using the possible outcomes of each
alternative and their probabilities of occurrence to calculate the expected value
of the outcome. Decision analysis has been a subject of interest for
centuries’*** and can be applied to a wide-range of problems and problem
domains.

David C. Skinner™® states, “Real world decisions often involve a high degree of
ambiguity, conflicting goals due to multiple objectives, complex trade-offs,
more than one decision maker, or several sequential decisions. It is these types
of situations where decision analysis is most valuable. By carefully
decomposing the problem into smaller more manageable problems and by
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focusing on what is truly important, we can develop clear objectives and
defensible courses of action.” Skinner also lists ten principles of good decision
making:

Use a value creation lens for developing and evaluating opportunities
Clearly establish objectives and trade-offs

Discover and frame the real problem

Understand the business situation

Develop creative and unique alternatives

Identify experts and gather meaningful and reliable information
Embrace uncertainty as the catalyst of future performance

Avoid “analysis paralysis” situations

W ® N o U B~ W N e

Use systemic thinking to connect current to future situations

10. Use dialog to foster learning and clarity of action.

Advocates of Lean Manufacturing (see Section 3.4.3) would add one more
suggestion, namely, delay commitment until the last responsible moment. Lean
software development delays freezing all design decisions as long as possible
because it is easier to change a decision that is not made.”

Decision trees are a graphical and quantitative method for thinking through a
decision. The first step is to create a decision “tree” diagram that represents
the situation in question. Starting on the left with the initial decision point and
proceeding to the right, the decision diagram must accurately represent each
point where a decision is to be made and all possible consequences of that
decision. Figure 5-6 illustrates a situation where management needs to decide
on whether or not to bid on a contract. The team estimates that their company
has a 60% chance of winning. If they propose a unit price of $30, the company
will earn $4.25 M. They further estimate that there is a 10% chance that the
unit cost will be $28, which would result in an increase in income to $6 M.
There is a 40% chance that the unit cost could be as high as $38, and the
project will lose about $3 M. The unit costs and probabilities of each chance
outcome are based on the best judgment of the team.

The expected value of winning the contract is the sum of the expected value for
each branch at the chance node times the probability for each branch, as
follows:
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Expected Value of Contract Win
10% * $6.05 M + 50% * $4.25 M — 40% * $2.95M, or $1.55M

Expected Value of Making the Bid
60% * $1.55-40% * 0.25, or $0.83 M

Cast is $38 <| ($2.950M);
0.400 P =0.240
$1.55M

Win Contract Cost is $30 $4.250M:

0.600 0.500 P =0.30

== [soeam | ‘

$0.83M Cost is $28 $6.050M;
0.100 P = 0.060

Simmstar's
Bid

(30.25M);
P =0.400

Make Bid:

Figure 5-6 Decision Tree for a “Bid — No Bid” Decision™

This technique can be extended to include multiple decision points and
multiple outcomes as long as every possible outcome has a value and a
probability of occurrence associated with it. Additional decision analysis
techniques include:

1. Sensitivity Analysis — looks at the relationships between the
outcomes and their probabilities to find how “sensitive” a decision
point is to the relative numerical values.

2. Value of Information Methods — whereby expending some effort on
data analysis and modeling can improve the optimum expected value.

3. Multi-attribute Utility Analysis — develops equivalencies between
dissimilar units of measure.

Many tools are available to support the decision management area. The
INCOSE web site maintains a current list of suggestions from the Tools Working
Group.

5.3.2.2 Trade Studies
Trade studies provide an objective foundation for selecting one of two or more
alternative approaches to solve an engineering problem and support decisions
in all stages of system development, from conceptualization to deployment.
Trade studies may address any of a range of problems from selection of high-
level system architecture to selection of a specific COTS processor.
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Requirements can be traded against constraints, architecture features can be
traded against dictated equipment or interface requirements, and alternative
functional or performance choices can be traded to determine an optimal
configuration. In the case of the @resund Bridge (see Section 3.6.2), trade
studies helped determine many of the final elements of the bridge
configuration (e.g., length of main span).

In developing a design, it is tempting to select a design solution without
performing a formal trade study. The selection may seem obvious to the
developer as the other possible alternatives appear unattractive, particularly to
other team members (e.g., design, manufacturing, quality, and other “-ility”
engineering disciplines). However, it will be far easier to justify the selected
solution in a proposal or at a formal design review if the team has followed
certain procedures in making the selection. Formal trade study procedures will
provide discipline in the decision process, and may prevent some ill-advised
decisions. It is also important to recognize when a formal trade study is not
needed, thus resulting in reduced project costs.

Whenever a decision is made, a trade-off activity is carried out, implicitly, if not
explicitly. It is useful to consider trade studies in three levels of formality:

e Formal — These trades use a standardized methodology and are
formally documented and reviewed with the customer or internally at
a design review.

e Informal — These trade studies follow the same kind of methodology
as formal studies, but are only recorded in the engineer’s notebook
and are not formally reviewed.

e Mental — When a selection of any alternative is made, a mental trade
study is implicitly performed with less rigor and formality than
documented trades. These types of trade studies are made
continuously in our everyday lives. These are appropriate when the
consequences of the selection are not too important, when one
alternative clearly outweighs all others, or when time does not permit
a more extensive trade. However, if the rationale is not documented,
it is soon forgotten and unavailable to those who may follow.

One chooses the level of trade study depending on the consequences to the
project, the complexity of the issue, and the resources available. The resources
to perform trades are allocated based on the overall LCC differences (with
provision for risk coverage) in alternative selection for the potential trades.
Those with the largest overall LCC deltas are performed first. Since more
informal trades can be performed with fewer resources than formal trades, the
number and selection of trades and their formality need to be decided with the
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customer and with the necessary team members who might find some design
solutions favorably or unfavorably impacting manufacturability, producibility,
reliability, testability, maintainability, etc. Remember, it takes minimal effort to
document the rationale for informal and “mental” tradeoff conclusions.

Multiple techniques are available for performing trade studies. These include
MAUA, AHP, Decision Trees, and Maximum Expected Utility (MEU). There is no
need to standardize on any one technique since one might be better for one
trade study and an entirely different one better in another situation. A recent
study reported that the following activities can be found in most trade study
processes:™®

1. Frame the decision context, scope, constraints
2. Establish communications with stakeholders

3. Define evaluation criteria (i.e., musts and wants) and weights, where
appropriate

4. Define alternatives and select candidates for study
5. Define measures of merit and evaluate selected candidates

6. Analyze the results, including sensitivity analyses, and select best
alternative

7. Investigate the consequences of implementation
8. Review results with stakeholders and re-evaluate, if required

9. Use scenario planning to verify assumptions about the future.

With these activities, an objective measure of the suitability of each alternative
as a solution to the problem can be obtained. If these activities are performed
correctly and objectively, then the alternative with the best score is the best
overall solution. Key trade study activities are described in the following
paragraphs.

Frame the Decision

The first step in performing a trade study is to clearly articulate the decision
that needs to be made. This includes forming a concise statement of the scope
and context of the decision being addressed and identifying and documenting
any constraints that must be considered in the process.

Determine Screening and Selection Criteria

Systems engineers differentiate between two distinct types of criteria:
screening criteria and selection criteria. Screening criteria (“must have”)
identify those characteristics that are mandatory for any potential solution.
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Selection criteria (“want to have”) are used to discriminate between viable
alternatives based on their respective performance across the entire criteria
set.

Screening criteria are used to ensure the viability of alternatives prior to
investing additional resources in the trade study. Many times, screening criteria
relate directly to key stakeholder requirements and constraints, such as MOEs
and MOPs, as discussed in Section 5.7.2.3.” Any alternative that does not meet
screening criteria is typically not considered further.

In most cases, there should be no difficulty in determining the selection criteria
since there are usually key desirable characteristics that are important to the
stakeholders. In almost every trade study, cost and risk are certain to be
significant factors. Additionally, risk may be decomposed into cost risk,
schedule risk, programmatic risk, and performance risk if it appears that these
vary separately among the alternatives. Selected performance criteria should
be essentially independent and accurately reflect the needs of the system. If
the criteria are not independent, they should be kept as a single criterion.

Additionally, decision makers should not overlook life cycle factors that may be
significant to the customer. For example, manufacturability may be a key
factor. Is the solution maintainable? Is it reliable? Will replacement parts be
available in the future? Is the software portable to the platforms that will be
available in future years? Is the solution expandable or scalable? Are design
elements or software reusable or already available off-the-shelf? Physical
parameters, such as size, weight, and power consumption could also be
relevant criteria. Where possible, select quantifiable selection criteria that can
be used in decision models.

Establish Weighting Values

The weighting values for each criterion reflect their relative importance in the
selection process. Values should be assigned in the range of 1 to 10, with 10
applying to the most critical criteria for selection. It is important that all parties
interested in the decision reach consensus in the assignment of weights. To
achieve objectivity, consensus should be reached before the alternative
solutions have been identified.

Establishing weighting values can be a difficult task and can become very
subjective. For important trade studies, where weightings are particularly
difficult to establish, decision makers should consider using the AHPY or
Bayesian Team Support.™®
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Identify Viable Alternatives

The next step in performing a trade study is the selection of a number of
candidate alternative design solutions. At times, as few as only two alternatives
need to be considered. However, in general, the trade study should consider
between four and seven reasonable alternatives to ensure that the study does
not overlook a viable alternative, while at the same time keeping the cost of
the study within reasonable bounds.

Alternatives that cannot meet screening criteria should not be considered
further in the trade study. However, if no solution meets the screening criteria,
then higher levels of management need to be informed of the problem. In such
cases, it might be necessary to include all viable alternatives and assign an
appropriate score and weighting value to indicate how closely each alternative
comes to meeting the screening criteria.

It is important that alternatives being considered be comparable in
completeness (i.e., that one can be substituted in the system directly for the
other). Where that is not possible, the selection criteria and weighting values
need to take the disparity into account. Alternatives should include those that
meet the performance specification but may be more easily produced or more
reliable, maintainable, or supportable.

Assign Measures of Merit and Evaluate Alternatives

Measures are assigned to each criterion to characterize how well the various
alternatives satisfy the set of selection criteria. This process can be very
subjective, and the specific measures and methods used will often vary
between practitioners. Systems engineers must use their best engineering
judgment in assigning scores and document the rationale and results of the
trade study.

A typical trade study scoring approach uses a scale of 1 to 10. A measure of 10
is assigned to the alternative that best meets a particular selection criterion.
Other alternatives are scored relative to the best alternative on a scale from 1
to 10. This process is then repeated for each criterion. The subjective
component in assigning values arises in determining how to score (i.e., assign
values to) various levels of performance. It is essential, however, that there is
consistency in how the scores are applied to the various solutions. Two
alternatives with the same performance should have the same score for that
criterion.

The performance score for each alternative is multiplied by weight (i.e.,
importance) of each respective criterion to produce a weighted utility value.
The weighted total is the sum of the weighted utility values summed over all
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criteria for a given alternative. The preferred alternative nominally is the one
with the best weighted total.

Conduct Sensitivity Analysis

As described above, trade studies compare the appropriateness of different
technical solutions by trading the characteristics of each option against each
other. Once a best alternative has been identified, stakeholders in the decision
will want to know how sensitive the recommended selection is to differently
evaluated criteria or to different estimates of the alternatives’ characteristics
— perhaps a different best alternative would result. Therefore, a good trade
study provides a disciplined process that justifies the selected approach, and
includes sensitivity analysis to determine if a relatively small variation in scoring
affects the outcome.

A sensitivity analysis involves varying each utility and weight and re-computing
the weighted total for each alternative to determine what would change if the
utility values or weights were different. The significance of the change is best
determined through conversations with stakeholders and subject matter
experts. All evaluations and decisions are reviewed to address the concerns
and opinions of stakeholders. If the decision is based primarily on scoring of an
individual factor, that score needs to be given extra care since it essentially
determines the selection. The sensitivity analysis should concentrate on the
criteria most affecting winner selection. Involvement of the stakeholders in this
activity gives them confidence in the eventual choice and imparts useful
insights to the whole team.

Determine Adverse Consequences

It is important to consider the adverse consequences that may be associated
with the leading alternatives. These adverse consequences may have been
reflected in the attributes selected; however, to ensure that they are all
considered, a separate step is appropriate. In many cases, where the risk is
considerable, this step corresponds to a risk assessment and may be
continually tracked as a risk. In any case, the methodology used in performing
an adverse consequences analysis is the risk assessment methodology (see
Section 5.4). A final evaluation of the consequences of implementing the
selected alternative may help identify unintended consequences of an
otherwise “best” solution. Hence, the highest score does not always win.

Present the Results

The results of the formal trade study need to be both presented and explained
in a report. A summary presentation should include the following:

e Summary description of each alternative solution
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e Summary of the evaluation factors used — selection criteria and
screening criteria

e Summary of the weighting values used and an explanation of why or
how the specific weighting values were selected

e Detailed description of each alternative solution

e Summary description of why or how the specific scores were assigned
to each of the alternatives for each of the criteria

e Copy of the analysis spreadsheet (if one was used)
e Graphical display of the overall scores

e Graphical display of the weighted scores for each criterion for each of
the alternatives, as shown in Figure 5-7.

80
70 — —

- [ ] Criterion 1
60 H [ ] —
50 o [] Criterion 2
40 4 [l Criterion 3
30 + B Criterion 4
20 1

B cCriterion 5

10 +
0 t ; f

Solution 1 Solution 2 Solution 3 Solution 4

Figure 5-7 Weighted Scores for Each Criterion for Each Alternative

Prepare Formal Trade Study Reports

Trade studies provide visibility into the SE effort and the reasons for selecting
one alternative over another. For the most important trades, a report is
prepared, and the results are presented at a customer design review. A sample
format for a Trade Study Report is shown in Figure 5-8.
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5.

Scope

Tradeoff Study Team Members
A.
B. (List Names and Specialties Represented)
C.

Functional and Performance Design Requirements
A
B.
C.

Design Approaches Considered and Significant Characteristics
B.

Comparison Matrix of the Design Approaches

Feature or Design Requirement | Alternative 1 | Alternative 2 | Alternative 3 | Alternative 4

Requirements 1 (Weight)

Requirements 2 (Weight)

Requirements n (Weight)

6.

Design Approach Recommended
A

B.
c.

Figure 5-8 Sample Trade Study Report Format

The following information is to be included in each of the paragraphs listed in
Figure 5-8.

1.
2.

Paragraph 1 — State the scope of the report.

Paragraph 2 — List the names, roles, and any specialties of the team
members involved in the trade study.

Paragraph 3 — Identify and list the functional and performance design
requirements germane to the trade study. In each subparagraph, state
the functional requirement first and then identify the related
performance design requirements. Immediately following each
requirement (and in the same paragraph), a reference should be made
that identifies the source of the requirement. This reference consists
of the title, file name or number, date, page number, and paragraph
number from which the requirement statement was extracted.

Paragraph 4 — List the possible design approaches and identify the
significant characteristics and associated risks of each approach. Only
reasonably attainable design approaches should be discussed in detail,
considering technical capabilities, time schedules, resource limitations,
and requirement constraints.

Characteristics considered must relate to the attributes of the design
approaches bearing most directly on stated requirements. These
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characteristics should reflect predicted impact on such factors as cost,
effectiveness,  supportability,  personnel selection, training
requirements, technical data, schedules, performance, survivability,
vulnerability, growth potential, facilities, transportability, and
producibility. List the less achievable alternatives with brief
statements of why they were not pursued.

Paragraph 5 — Present a matrix comparing the characteristics for each
design approach to determine the degree to which the design
approaches satisfy the functional and performance design
requirements. The objective is to facilitate rapid comparison and
evaluation of potential design approaches and to allow preliminary
screening out of those design approaches that are inconsistent with
the functional and technical design requirements. Where applicable,
include cost-effectiveness models and cost analysis data as enclosures.

Paragraph 6 — Recommend the most promising design approach and
provide narrative to substantiate the recommendation. Include
schematic drawings, outline drawings, interface details, functional
diagrams, reliability data, maintainability data, safety data, statistical
inference data, and any other documentation or data deemed
necessary to support the recommendation. The narrative must cover
the requirements that the recommended approach imposes on other
areas of the system.

Because there may be a large number of trade study reports prepared during a
system development cycle, an index should be prepared that assigns a unique
identification number to each trade study report that has been completed.

5.4 Risk Management Process

54.1

Overview

5.4.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Risk Management Process is to identify, analyze,
treat and monitor the risks continuously.

The Risk Management Process is a continuous process for
systematically addressing risk throughout the life cycle of a system
product or service. It can be applied to risks related to the acquisition,
development, maintenance or operation of a system.™
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5.4.1.2 Description
According to E. H. Conrow, “Traditionally, risk has been defined as the
likelihood of an event occurring coupled with a negative consequence of the
event occurring. In other words, a risk is a potential problem — something to
be avoided if possible, or its likelihood and/or consequences reduced if not.”?°
As a corollary, Conrow defines opportunity as “the potential for the realization
of wanted, positive consequences of an event.”*!

Risk (and opportunity) management is a disciplined approach to dealing with
uncertainty that is present throughout the entire systems life cycle. The
objective is to achieve a proper balance between risk and opportunity. This
process is used to understand and avoid the potential cost, schedule, and
performance (i.e., technical) risks to a system; to take a proactive and
structured approach to anticipate negative outcomes and respond to them, if
they occur; and to identify potential opportunities that may be hidden in the
situation. Organizations manage many forms of risk, and the risk associated
with system development is managed in a manner that is consistent with the
organization strategy.

Every new system or modification of an existing system is based on pursuit of
an opportunity. Risk is always present in the life cycle of systems, and the risk
management actions are assessed in terms of the opportunity being pursued.
The system may be intended for technical accomplishments near the limits of
the state-of-the-art, thus creating technical risk. Risk can also be introduced
during architectural design caused by the internal interfaces that exist between
the system elements. System development may be rushed to deploy the
system as soon as possible to exploit a marketing opportunity or meet an
imminent threat, thus leading to schedule risk. All systems are funding-limited
so that cost risk is always present. Risk can also develop within a project, since
(for example) technical risk can create schedule risk, which in turn can create
cost risk.

Ambient risk is often neglected in project management. The ambient risk is
defined as the risk caused by and created by the surrounding environment (i.e.,
ambience) of the project®’. Project participants have no control over ambient
risk factors, but they can learn to observe the external environment and
eventually take proactive or reactive actions to minimize the impact of the
environment on the project. The typical issues are time dependent processes,
rigid sequence of activities, one dominant path for success, and little slack.

Projects are also subject to uncertainty. An uncertain event may be harmful if it
occurs (i.e., threats), another may assist in achieving objectives (i.e.,
opportunities). Dealing with both types of uncertainty under the single heading
of “risk management” minimizes process and overhead and expands
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organizational and personal commitment towards finding and capturing
opportunities. Since project managers traditionally think of risks as threats
alone, it may be a change to begin recognizing opportunities as risks. If
opportunities are treated along with threats, risk management language needs
to be balanced with terms for opportunities, such as “exploit,” “share,”
“protect,” and “enhance.” Project managers may need encouragement to be
open to opportunities and to manage both threats and opportunities
proactively.

Typical strategies for coping with risk include transference, avoidance,
acceptance, or taking action to reduce the anticipated negative effects of the
situation. Most Risk Management Processes include a prioritization scheme
whereby risks with the greatest negative effect and the highest probability of
occurrence are treated before those deemed to have lower negative
consequences and lower probability of occurrence. The objective of risk
management is to balance the allocation of resources such that the minimum
amount of resources achieves the greatest risk mitigation (or opportunity
realization) benefits. Figure 5-9 shows the context diagram for the Risk
Management Process.

Controls

- Applicable Laws and Regulations
- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

Y
/ Inputs \\ e Activities ~ e Outputs ~,

- Plan Risk Management
- Manage the Risk Profile
- Anal zge Risks : - Risk Strategy
- Candidate Risks and Opportunities ) TrealvR'sks ) - Risk Profile
R i .
- Monitor Risks - Risk Report
- Evaluate the Risk Management
Process

;/ \—J AN /
A

Enablers

- Organization/Enterprise Policies,
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Figure 5-9 Context Diagram for the Risk Management Process

5.4.1.3 Inputs
The inputs to the Risk Management Process include the following:

e Candidate Risks and Opportunities — Risks and opportunities may arise
from any stakeholder and originate from any life-cycle process. In
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many cases, risk situations are identified during the Project
Assessment and Control Process.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure
®  Project Infrastructure.

5.4.1.4 Outputs
Outputs of the Risk Management Process include the following:

e Risk Management Strategy

® Risk Profile — Sometimes referred to as a risk matrix; it contains the
findings of the Risk Management Process

®  Risk Report — The risks are documented and communicated along with
rationale, assumptions, treatment plans, and current status. For
selected risks, an action plan is produced to direct the project team to
properly respond to the risks. If appropriate, change requests are
generated to mitigate technical risk.

5.4.1.5 Process Activities
The Risk Management Process includes the following activities:

e  Plan Risk Management
— Define and document the risk strategy
e  Manage the Risk Profile

— Define and document risk thresholds and acceptable and
unacceptable risk conditions

—  Periodically communicate the risks (and opportunities) with the
appropriate stakeholders
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e Analyze Risks
— Identify and define risk situations

— Analyze risks for likelihood and consequence to determine the
magnitude of the risk and its priority for treatment

— Define a treatment scheme and resources for each risk,
including identification of a person who will be responsible for
continuous assessment of the status of the situation

e Treat Risks

— Using the criteria for acceptable and unacceptable risk,
generate a plan of action when the risk threshold exceeds
acceptable levels

e Monitor Risks
— Maintain a record of risk items and how they were treated
— Maintain transparent risk management communications

e  Evaluate the Risk Management Process

— Define, analyze, and document measures indicating the status
of the risk and the effectiveness of the treatment alternatives.

Common approaches and tips:

* In the Project Planning Process (see Section 5.1), a Risk Management
Plan (RMP) is tailored to satisfy the individual project procedures for
risk management.

e A Risk Management Process establishes documentation, maintained
as the Risk Profile, that includes a description, priority, treatment,
responsible person, and status of each risk item.

e One rule of thumb for identifying risks is to pose each risk candidate in
an “if <situation>, then <consequence>” format. This form helps to
determine the validity of a risk and assess its magnitude or
importance. If the statement does not make sense or cannot be put in
this format, then the candidate is probably not a true risk. For
example, a statement that describes a situation but not a
consequence implies that the potential event will not affect the
project. Similarly, a statement of potential consequence without a
clear situation description is worthy of more attention.

e Document everything so if unforeseen issues and challenges arise

during execution the project can recreate the environment within
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which the planning decisions were made and know where to update
the information to correct the problem.

e Negative feedback toward personnel who identify a potential problem
will discourage the full cooperation of engaged stakeholders and could
result in failure to address serious risk-laden situations. Conduct a
transparent Risk Management Process to encourage suppliers and
other stakeholders to assist in risk mitigation efforts. Some situations
can be difficult to categorize in terms of probability and consequences;
involve all relevant stakeholders in this evaluation to capture the
maximum variety in viewpoints.

e Many analyses completed throughout the Technical Processes, such as
FMECA, may identify candidate risk elements.

e The measures for risk management vary by organization and by
project. As with any measure, use measurement analysis or statistics
that help manage the risk.

e The Project Management Institute is a good source for more
information on Risk Management.

e The Institute of Risk Management has generated The Risk
Management Standard® to assist organizations in risk management.

e Forsberg, et al., Visualizing Project Management, contains additional
reading on opportunity management.24

e |ISO/IEC 16085:2006, Systems and software engineering — Life cycle
processes — Risk management, also provides more detail on the Risk
Management Process.”

5.4.2 Elaboration

5.4.2.1 Risk Management Concepts

Most projects are executed in an environment of uncertainty. Risks (also called
threats) are events that if they occur can influence the ability of the project
team to achieve project objectives and jeopardize the successful completion of
the project.”® Well-established techniques exist for managing threats, but there
is some debate over whether the same techniques are applicable to
recognizing opportunities. In an optimal situation, opportunities are maximized
at the same time as threats are minimized, resulting in the best chance to meet
project objectives.”” The @resund Bridge case (see Section 3.6.2) illustrates this
in that the man-made Peberholm Island was created from the materials
dredged from the Strait to meet environmental requirements and is now a
sanctuary for a rare species of tern.
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The measurement of risk has two components (see Figure 5-10):

e The likelihood that an event will occur

e The undesirable consequence of the event if it does occur.

The likelihood that an undesirable event will occur is often expressed as a
probability. The consequence of the event is expressed in terms that depend
on the nature of the event (e.g., lost investment, inadequate performance,
etc.). The combination of low likelihood and low undesirable consequences
gives low risk, while high risk is produced by high likelihood and highly
undesirable consequences.

By changing the adjective from undesirable to desirable the noun changes from
risk to opportunity, but the diagram remains the same. As suggested by the
shading, most projects experience a comparatively small number of high risk or
high opportunity events.

High
8 \ High
A Risk
Q
(& ] o
[ o . 5
g Medium Risk
o
2
[ =
o
Q
Low Risk
Low
Low Likelihood High

Figure 5-10 Level of risk depends upon both likelihood and consequences

There is no alternative to the presence of risk in system development. The only
way to remove risk is to set technical goals very low, to stretch the schedule,
and to supply unlimited funds. None of these events happen in the real world,
and no realistic project can be planned without risk. The challenge is to define
the system and the project that best meet overall requirements, allow for risk,
and achieve the highest chances of project success. Figure 5-11 illustrates the
major interactions between the four risk categories: technical, cost, schedule
and programmatic. The arrow labels indicate typical risk relationships, though
others certainly are possible.
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Figure 5-11 Typical Relationship among the Risk Categories

e Technical risk — the possibility that a technical requirement of the
system may not be achieved in the system life cycle. Technical risk
exists if the system may fail to achieve performance requirements; to
meet  operability, producibility, testability, or integration
requirements; or to meet environmental protection requirements. A
potential failure to meet any requirement that can be expressed in
technical terms is a source of technical risk.

e Cost risk — the possibility that available budget will be exceeded. Cost
risk exists if the project must devote more resources than planned to
achieve technical requirements, if the project must add resources to
support slipped schedules due to any reason, if changes must be made
to the number of items to be produced, or if changes occur in the
organization or national economy. Cost risk can be predicted at the
total project level or for a system element. The collective effects of
element-level cost risks can produce cost risk for the total project.

e Schedule risk — the possibility that the project will fail to meet
scheduled milestones. Schedule risk exists if there is inadequate
allowance for acquisition delays. Schedule risk exists if difficulty is
experienced in achieving scheduled technical accomplishments, such
as the development of software. Schedule risk can be incurred at the
total project level for milestones such as deployment of the first
system element. The cascading effects of element-level schedule risks
can produce schedule risk for the total project.
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e  Programmatic risk — produced by events that are beyond the control
of the project manager. These events often are produced by decisions
made by personnel at higher levels of authority, such as reductions in
project priority, delays in receiving authorization to proceed with a
project, reduced or delayed funding, changes in organization or
national objectives, etc. Programmatic risk can be a source of risk in
any of the other three risk categories.

5.4.2.2 Risk Management Approach
Once a risk management strategy and risk profile have been established, the
three key Risk Management Process activities are: Analyze Risks, Treat Risks,
and Monitor Risks.

Analyze Risks

Analyzing risks involves identifying risks and evaluating their relative likelihood
and consequence. The basis for this evaluation may be qualitative or
quantitative; regardless, the objective is to set priorities and focus attention on
areas of risk with the greatest consequences to the success of the project. All
stakeholders and project personnel should feel welcome to contribute to
identifying and analyzing risks.

If a project is unprecedented, brainstorming using Strength-Weakness-
Opportunity-Threat (SWOT) or Delphi techniques may be appropriate.
However, most projects represent a new combination of existing systems or
system elements or represent the insertion of incremental advances in
technology. This means that key insights can be gained concerning a current
project’s risk by examining the successes, failures, problems, and solutions of
similar prior projects. The experience and knowledge gained, or lessons
learned, can be applied to identify potential risk in a new project and to
develop risk-specific management strategies.

The first step is to determine the information needs. This could vary from
assessing the risk in development of a custom computer chip to identifying the
risks associated with a major system development. Next, systems engineers
define the basic characteristics of the new system as a basis for identifying past
projects that are similar in technology, function, design, etc. Based on the
availability of data, analogous systems or subsystems are selected and data
gathered. Often the data collection process and initial assessment lead to a
further definition of the system for the purposes of comparison. Comparisons
to prior systems may not be exact or the data may need to be adjusted to be
used as a basis for estimating the future. The desired output is insight into cost,
schedule, and technical risks of a project based on observations of similar past
projects.
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Uncertainty is characterized by a distribution of outcomes based on likelihood
of occurrence and severity of consequences. As noted above, risk involves both
the likelihood and consequences of the possible outcomes. In its most general
form, risk analysis should capture the spectrum of outcomes relative to the
desired project technical performance, cost, and schedule requirements. Risk
generally needs to be analyzed subjectively because adequate statistical data
are rarely available. Expert interviews and models are common techniques for
conducting risk analyses.

Expert Interviews

Efficient acquisition of expert judgments is extremely important to the overall
accuracy of the risk management effort. The expert interview technique
consists of identifying the appropriate experts, questioning them about the
risks in their area of expertise, and quantifying these subjective judgments. One
result is the formulation of a range of uncertainty or a probability density (with
respect to cost, schedule, or performance) for use in any of several risk analysis
tools.

Since expert interviews result in a collection of subjective judgments, the only
real “error” can be in the methodology for collecting the data. If it can be
shown that the techniques for collecting the data are not adequate, then the
entire risk assessment can become questionable. For this reason, the
methodology used to collect the data must be thoroughly documented and
defensible. Experience and skill are required to encourage the expert to divulge
information in the right format. Typical problems encountered include
identification of the wrong expert, obtaining poor quality information,
unwillingness of the expert to share information, changing opinions, getting
biased viewpoints, obtaining only one perspective, and conflicting judgments.
When conducted properly, expert interviews provide reliable qualitative
information. However, the transformation of that qualitative information into
guantitative distributions or other measures depends on the skill of the analyst.

Models

Risk is often expressed only in qualitative terms or by a single value. Therefore,
it is important to quantify risk in some methodical way to ensure a good
allocation of resources for risk reduction. Ideally, risk would be characterized
using cumulative probability curves with the probability of failure and the
consequences expressed quantitatively in measurable terms. However, given
the inherent lack of data and limited analysis, this is usually impractical. It is
important to properly quantify risk because an invalid assessment could lead to
an improper conclusion with misapplication of resources.

A somewhat subjective, relative rating of risk is developed using an Expected
Value Model, where risk is expressed as:
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Risk = Probability of failure (Pf) * Consequence of failure (Cf)

For illustration purposes, consider a proposal to develop a new light-weight,
compact power supply with an operating life of 8,000 hours. The consequences
of failing to meet at least 6,000 hours are assessed to be critical, so the Cf is
assigned a value of 0.8. Given the present state of technology, cost, and
schedule, the probability of failing to achieve an operating life of 6,000 hours is
judged to be relatively low and is estimated as 30%, so the Pf is assigned a
value of 0.3. Applying the above equation to this example yields:

Risk = 0.3*0.8 =0.24

This would suggest a relatively low risk situation. Intuitively, the described
scenario represents a low/moderate risk (subjective judgment); therefore this
approach appears to yield a valid relative ranking of risk.

Treat Risks

Risk treatment approaches (also referred to as risk handling approaches) need
to be established for the moderate and high-risk items identified in the risk
analysis effort. These activities are formalized in the RMP. There are four basic
approaches to treat risk:

e Avoid the risk through change of requirements or redesign
e Accept the risk and do no more

e Control the risk by expending budget and other resources to reduce
likelihood and/or consequence

e Transfer the risk by agreement with another party that it is in their
scope to mitigate.

The following steps can be taken to avoid or control unnecessary risks:

e Requirements scrubbing — Requirements that significantly complicate
the system can be scrutinized to ensure that they deliver value
equivalent to their investment. Find alternative solutions that deliver
the same or comparable capability.

e Selection of most promising options — In most situations, several
options are available. A trade study can include project risk as a
criterion when selecting the most promising alternative.

e Staffing and team building — Projects accomplish work through
people. Attention to training, teamwork, and employee morale can
help avoid risks introduced by human errors.
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For high-risk technical tasks, risk avoidance is insufficient and can be
supplemented by the following approaches:

e Early procurement
e Initiation of parallel developments
e Implementation of extensive analysis and testing

e Contingency planning.

The high-risk technical tasks generally imply high schedule and cost risks. Cost
and schedule are impacted adversely if technical difficulties arise and the tasks
are not achieved as planned. Schedule risk is controlled by early procurement
of long-lead items and provisions for parallel-path developments. However,
these activities also result in increased early costs. Testing and analysis can
provide useful data in support of key decision points. Finally, contingency
planning involves weighing alternative risk mitigation options.

For each risk that is determined credible after analysis, a Risk Treatment Plan
(also referred to as a Risk Mitigation Action Plan) should be created that
identifies the risk treatment strategy, the trigger points for action, and any
other information to ensuring the treatment is effectively executed. The Risk
Treatment Plan can be part of the risk record on the risk profile. For risks that
have significant consequences, a contingency plan should be created in case
the risk treatment is not successful. It should include the triggers for enacting a
contingency plan.

In China, the authorities built the short Maglev train line in Shanghai (see
Section 3.6.3) as a proof-of-concept. In spite of the high investment, this
represented lower risk to the project than attempting a longer line with an
unproven technology. The results collected from this project are inspiring
others to consider Maglev alternatives for greater distances.

Monitor Risks

Project management uses measures to simplify and illuminate the Risk
Management Process. Each risk category has certain indicators that may be
used to monitor project status for signs of risk. Tracking the progress of key
system technical parameters can be used as an indicator of technical risk.

The typical format in tracking technical performance is a graph of a planned
value of a key parameter plotted against calendar time. A second contour
showing actual value achieved is included in the same graph for comparative
purposes. Cost and schedule risk are monitored using the products of the
Cost/Schedule Control System or some equivalent technique. Normally, cost
and schedule variances are used along with a comparison of tasks planned to
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tasks accomplished. A number of additional references exist on the topic of risk
ma nagement_28,29,3o,31,3z

5.4.2.3 Opportunity Management Concepts™>

Systems engineering and project management are all about pursuing an
opportunity to solve a problem or fulfill a need. Opportunities enable creativity
in resolving concepts, architectures, designs, strategic and tactical approaches,
as well as the many administrative issues within the project. It is the selection
and pursuit of these strategic and tactical opportunities that determine just
how successful the project and system will be. Of course, opportunities usually
carry risks, and each opportunity will have its own set of risks that must be
intelligently judged and properly managed to achieve the full value.

Opportunities represent the potential for improving the value of the project
results. The project champions (e.g., the creators, designers, integrators, and
implementers) apply their “best-in-class” practices in pursuit of opportunities.
After all, the fun of working on projects is doing something new and innovative.
It is these opportunities that create the project’s value. Risks are defined as
chances of injury, damage, or loss. Risks are the chances of not achieving the
results as planned. Each of the strategic and tactical opportunities pursued
have associated risks that undermine and detract from the opportunity’s value.
These are the risks that must be managed to enhance the opportunity value
and the overall value of the project (see Figure 5-12). Opportunity and risk
management are, therefore, essential to—and performed concurrently with—
the planning process but require the application of separate and unique
techniques that justify this distinct technical management element.

Net Expected Value

=10 -5 0 +5 +10
IEEEEE NI

Expected Value Expected Value
of Risks of Opportunities

Figure 5-12 Intelligent Management of Risks and Opportunities

There are two levels of opportunities and risks. Because a project is the pursuit
of an opportunity, the macro level is the project opportunity itself. The
approach to achieving the macro opportunity and the mitigation of associated
project-level risks are structured into the strategy and tactics of the project
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cycle, the selected decision gates, the teaming arrangements, key personnel
selected, and so on. The element level encompasses the tactical opportunities
and risks within the project that become apparent at lower levels of
decomposition and as project life cycle stages are planned and executed. This
can include emerging, unproven technology; incremental and evolutionary
methods that promise high returns; and the temptation to circumvent proven
practices to deliver products better, faster, and cheaper.

Overall project value can be expressed as benefit divided by cost. Opportunities
and their risks should be managed jointly to enhance project value. This is
based on the relative merits of exploiting each opportunity and mitigating each
risk. In the context of the opportunity and the resultant value, we carry a spare
tire to mitigate the risk of a flat tire by reducing the probability and impact of
having a delayed trip. The high value we place on getting where we want to go
far exceeds the small expense of a spare. When deciding to pursue the
opportunity of a long automobile trip, we may take extra risk management
precautions, such as preventive maintenance and spares for hard-to-find parts.

The assessment of opportunity and risk balance is situational. For example, few
today have a car with more than one spare tire (multiple spares were common
practice in the early 1900s). However, a few years ago an individual decided to
spend a full month driving across the Australian Outback in late spring. He was
looking for solitude in the wilderness (his opportunity). On advice from
experienced friends, he took four spare tires and wheels. They also advised him
that the risk of mechanical breakdown was very high on a 30-day trip, and the
consequence would almost certainly be fatal. The risk of two vehicles breaking
down at the same time was acceptably low. So, he adjusted the opportunity for
absolute solitude by joining two other adventurers. They set out in three cars.
Everyone survived in good health, but only two cars returned, and two of his
“spare” tires were shredded by the rough terrain. The “balanced” mitigation
approach proved effective.

5.5 Configuration Management Process
5.5.1 Overview

5.5.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Configuration Management Process is to establish
and maintain the integrity of all identified outputs of a project or
process and make them available to concerned parties.>
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This is accomplished by ensuring the effective management of the evolving
configuration of a system, both hardware and software, during its life cycle.
Fundamental to this objective is the establishment, control, and maintenance
of software and hardware baselines. Baselines are business, budget, functional,
performance, and physical reference points for maintaining development and
control. These baselines, or reference points, are established by review and
acceptance of requirements, design, and product specification documents. The
creation of a baseline may coincide with a project milestone or decision gate.
As the system matures and moves through the life-cycle stages, the software or
hardware baseline is maintained under configuration control.

5.5.1.2 Description

Evolving system requirements are a reality that must be addressed over the life
of a system development effort, and throughout the Utilization and Support
Stages of the system. Configuration Management ensures that product
functional, performance, and physical characteristics are properly identified,
documented, validated, and verified to establish product integrity; that
changes to these product characteristics are properly identified, reviewed,
approved, documented, and implemented; and that the products produced
against a given set of documentation are known. Figure 5-13 presents the
context diagram for the Configuration Management Process.

Controls

- Applicable Laws and Regulations
- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

/ Inputs \ Activities Outputs
i i - Configuration Management
- Configuration Items - Plan Conflgur_atlon Management Strateggy B
- Change Requests - Perform Configuration

- Configuration Baselines

Management ) A
- Configuration Management Report

A

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

Figure 5-13 Context Diagram for the Configuration Management Process

5.5.1.3 Inputs
Inputs to the Configuration Management Process include the following:
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e Configuration Items (Cls) — Items for configuration control can
originate from any life cycle process

e Change Requests — Can originate from any life cycle process, in many
cases, the need for change requests is identified during the project
assessment process.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

®  Project Procedures and Standards — including project plans

e  Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure
*  Project Infrastructure.

5.5.1.4 Outputs
Outputs of the Configuration Management Process include the following:

e  Configuration Management Strategy

e Configuration Baselines — Places items under formal change control.
The required configuration baseline documentation is developed and
approved in a timely manner to support required SE technical reviews,
the system’s acquisition and support strategies, and production.

e Configuration Management Report — Documents the impact to any
process, organization, decision (including any required change
notification), products, and service affected by a given change request.

5.5.1.5 Process Activities
The Configuration Management Process includes the following activities:

e  Plan Configuration Management

— Implement a configuration control cycle that incorporates
evaluation, approval, validation, and verification of engineering
change requests (ECRs)
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Perform Configuration Management

—  Configuration ldentification — Identify system elements to be
maintained under configuration control

—  Configuration Control — Establish the configuration baselines
and control baseline changes throughout the system life cycle

—  Configuration Status Accounting — Develop and maintain
configuration control documentation and communicate the
status of controlled items to the project team

—  Configuration Audits — Perform audits associated with
milestones and decision gates to validate the baselines.

Common approaches and tips:

5.5.2

In the Project Planning Process (see Section 5.1), a Configuration
Management Plan (CMP) is tailored to satisfy the individual project
procedures for configuration management.

The primary output of the Configuration Management Process is the
maintenance of the configuration baseline for the system and system
elements wherein items are placed under formal control as part of the
decision-making process.

Establish a CCB with representation from all stakeholders and
engineering disciplines participating on the project.

Begin the Configuration Management Process in the infancy stages of
the system and continue through until disposal of the system.

Configuration management documentation is maintained throughout
the life of the system.

Elaboration

5.5.2.1 Configuration Management Concepts

Change is inevitable, as indicated in Figure 5-14. The purpose of Configuration
Management is to establish and maintain control of requirements,
documentation, and artifacts produced throughout the system’s life cycle and
to manage the impact of change on a project. Systems engineers ensure that
the change is necessary, and that the most cost-effective recommendation has
been proposed.
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Figure 5-14 Requirements changes are inevitable

Initial planning efforts for configuration management are performed at the
onset of the project and defined in the CMP, which establishes the scope of
items that are covered by the plan; identifies the resources and personnel skill
level required; defines the tasks to be performed; describes organizational
roles and responsibilities; and identifies configuration management tools and
processes, as well as methodologies, standards, and procedures that will be
used on the project. Configuration control maintains integrity by facilitating
approved changes and preventing the incorporation of unapproved changes
into the items under configuration control. Such activities as check-in and
check-out of source code, versions of system elements, and deviations of
manufactured items are part of configuration management. Independent
configuration audits assess the evolution of a product to ensure compliance to
specifications, policies, and contractual agreements. Formal audits may be
performed in support of decision gate review.

A request to change the current configuration of a system is typically made
using an ECP. An ECP may originate in a number of ways. The customer may
request an ECP to address a change in requirements or a change in scope; an
unexpected breakthrough in technology may result in the supplier of a system
element proposing an ECP; or a supplier may identify a need for changes in the
system under development. Circumstances like these that will potentially
change the scope or the requirements are appropriate reasons to propose an
ECP and to conduct an analysis to understand the effect of the change on
existing plans, costs, and schedules. The ECP must be approved before the
change is put into effect. It is never appropriate to propose an ECP to correct
cost or schedule variances absent of change in scope. A minor change that falls
within the current project scope usually does not require an ECP but should be
approved and result in the generation of an engineering notice. It is also
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important to ask, “What is the impact of not making the change?” especially as
the system matures, since changes made later in the life cycle have an
increasing risk of hidden impacts, which can adversely affect system cost,
schedule, and technical performance.

The most desirable outcomes of an ECP cycle are:

1. System functionality is altered to meet a changing requirement

2. New technology or a new product extends the capabilities of the
system beyond those initially required in ways that the customer
desires

3. The costs of development, or of utilization, or of support are reduced

4. The reliability and availability of the system are improved.

Outcomes 3 and 4 reduce LCCs and potentially save more money than is
invested to fund the proposed change.

ECPs and ENs help ensure that a system evolves in ways that allow it to
continue to satisfy its operational requirements and its objectives and that any
modification is known to all relevant personnel. The camera system illustrated
in Figure 2-3 is an example of a product family that depends on accurate
identification of system elements and characteristics to support the mix and
match consumer market.

5.5.2.2 Configuration Management Approach

Configuration Management establishes and maintains control over
requirements, specifications, configuration definition documentation, and
design changes. Configuration Identification, Configuration Control,
Configuration Status Accounting, and Configuration Audits of the functional
and physical configuration (i.e., validation and distribution) are the primary
focus of configuration management.

There will always be a need to make changes; however, SE must ensure (1) that
the change is necessary and (2) that the most cost-effective solution has been
proposed. Configuration Management must, therefore, apply technical and
administrative direction, surveillance, and services to do the following:

e Identify and document the functional and physical characteristics of
individual Cls such that they are unique and accessible in some form

e Assign a unique identifier to each version of each CI

e Establish controls to allow changes in those characteristics
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e Concur in product release and ensure consistent products via the
creation of baseline products

e Record, track, and report change processing and implementation
status and collect measures pertaining to change requests or problems
with the product baseline

e Maintain comprehensive traceability of all transactions.

Configuration Identification

Configuration identification uniquely identifies the elements within a baseline
configuration. This unique identification promotes the ability to create and
maintain master inventory lists of baselines. As part of the SE effort, the system
is decomposed into Cls, which serve as the critical elements subjected to
rigorous formal control. The compilation of all the Cls is called the CI list. This
list may reflect items that are developed, vendor produced, or provided by the
customer for integration into the final system. These items may be deliverable
items under the contract or used to produce the deliverable items.

Confiquration Control

Configuration control manages the collection of the items to be baselined and
maintains the integrity of the Cls identified by facilitating approved changes
(e.g., via ECRs) and preventing the incorporation of unapproved changes into
the baseline. Change control should be in effect beginning at project initiation.

Change Classification

Effective configuration control requires that the extent of analysis and approval
action for a proposed engineering change be in concert with the nature of the
change. The problem statement includes a description of the proposed change,
the reason for the proposed change, the impacts of the change on cost and
schedule, and all affected documentation. Change classification is a primary
basis of configuration control. All changes to baselined documents are
classified as outside of the scope of the requirements or within the scope of the
requirements. A change outside the scope of project requirements is a change
to a project baseline document that affects the form, fit, specification, function,
reliability, or safety. The coordinating review board determines if this proposed
change requires a change notice for review and approval.

Changes are sometimes categorized into two main classes: Class | and Class II. A
Class | change is a major or significant change that affects cost, schedule, or
technical performance. Normally, Class | changes require customer approval
prior to being implemented. A Class Il change is a minor change that often
affects documentation errors or internal design details. Generally, Class Il
changes do not require customer approval.
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Configuration Control Board

An overall CCB is implemented at project initiation to provide a central point to
coordinate, review, evaluate, and approve all proposed changes to baselined
documentation and proposed changes to baselined configurations, including
hardware, software, and firmware. The review board is composed of members
from the various disciplines, including SE, software and hardware engineering,
project management, product assurance, and configuration management. The
chairperson is delegated the necessary authority to act on behalf of the project
manager in all matters falling within the review board responsibilities. The
Configuration Management organization is delegated responsibility for
maintaining status of all proposed changes. Satellite or subordinate boards may
be established for reviewing software or hardware proposed changes below
the CI level. If those changes require a higher approval review, they are
forwarded to the overall review board for adjudication.

Changes that fall within the review board jurisdiction should be evaluated for
technical necessity, compliance with project requirements, compatibility with
associated documents, and project impact. As changes are written while the
hardware and/or software products are in various stages of manufacture or
verification, the review board should require specific instructions for identifying
the affectivity or impact of the proposed software or hardware change and
disposition of the in-process or completed hardware and/or software product.
The types of impacts the review board should assess typically include the
following:

e All parts, materials, and processes are specifically approved for use on
the project

e The design depicted can be fabricated using the methods indicated
e Project quality and reliability assurance requirements are met

e The design is consistent with interfacing designs.

Methods and Technigues

Change control forms provide a standard method of reporting problems and
enhancements that lead to changes in formal baselines and internally
controlled items. The following forms provide an organized approach to
changing hardware, software, or documentation:

e Problem/Change Reports — can be used for documenting problems
and recommending enhancements to hardware/software or its
complementary documentation. These forms can be used to identify
problems during design, development, integration, verification, and
validation.
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e  Specification Change Notice (SCN) — used to propose, transmit, and
record changes to baselined specifications.

e Engineering Change Proposals — used to propose Class | changes to the
customer. These proposals describe the advantages of the proposed
change and available alternatives, and identify funding needed to
proceed.

e Engineering Change Requests (ECR) — used to propose Class Il changes.

e Request for Deviation/Waiver — used to request and document
temporary deviations from configuration identification requirements
when permanent changes to provide conformity to an established
baseline are not acceptable.

Configuration Status Accounting

Status accounting is performed by the Configuration Management organization
to record and report information to management. Configuration management
maintains a status of approved documentation that identifies and defines the
functional and physical characteristics, status of proposed changes, and status
of approved changes. This subprocess synthesizes the output of the
identification and control subprocesses. All changes authorized by the
configuration review boards (both overall and subordinate) culminate in a
comprehensive traceability of all transactions. Such activities as check-in and
check-out of source code, builds of Cls, deviations of manufactured items,
waiver status are part of the status tracking. By statusing and tracking project
changes, a gradual change from the build-to to the as-built configuration is
captured. Suggested measures for consideration include the following:

e Number of changes processed, adopted, rejected, and open
e Status of open change requests

e Classification of change requests summary

e Number of deviations or waivers by CI

e Number of problem reports open, closed, and in-process

e Complexity of problem reports and root cause

e Labor associated with problem resolution and verification stage when
problem was identified

e Processing times and effort for deviations, waivers, ECPs, SCNs, ECRs,
and Problem Reports

e Activities causing a significant number of Change Requests; and rate of
baseline changes.
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Configuration Audits

Configuration audits are performed independently by configuration
management and product assurance to evaluate the evolution of a product and
ensure compliance to specifications, policies, and contractual agreements.
Formal audits, or Functional and Physical Configuration Audits, are performed
at the completion of a product development cycle.

The Functional Configuration Audit is intended to validate that the
development of a Cl has been completed and has achieved the performance
and functional characteristics specified in the System Specification (functional
baseline). The Physical Configuration Audit is a technical review of the Cl to
verify the as-built maps to the technical documentation. Finally, configuration
management performs periodic in-process audits to ensure that the
Configuration Management Process is followed.

5.6 Information Management Process
5.6.1 Overview

5.6.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Information Management Process is to provide
relevant, timely, complete, valid and, if required, confidential
information to designated parties during and, as appropriate, after the
system life cycle.

This process generates, collects, transforms, retains, retrieves,
disseminates and disposes of information. It manages designated
information, including technical, project, organizational, agreement and
user information.>

Information Management ensures that information is properly stored,
maintained, secured, and accessible to those who need it, thereby
establishing/maintaining integrity of relevant system life-cycle artifacts.

5.6.1.2 Description

Information exists in many forms, and different types of information have
different value within an organization. Information assets, whether tangible or
intangible, have become so pervasive in contemporary organizations that they
are indispensable. The impact of threats to secure access, confidentiality,
integrity, and availability of information can cripple the ability to get work
done. As information systems become increasingly interconnected, the
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opportunities for compromise increase.*® The following are important terms in
Information Management:

Information is what an organization has compiled or its employees
know. It can be stored and communicated, and it might include
customer information, proprietary information, and/or protected
(e.g., by copyright, trademark, or patent) and unprotected (e.g.,
business intelligence) Intellectual Property.

Information assets are intangible information and any tangible form of
its representation, including drawings, memos, e-mail, computer files,
and databases.

Information security generally refers to the confidentiality, integrity,
and availability of the information assets.

Information security management includes the controls used to
achieve information security and is accomplished by implementing a
suitable set of controls, which could be policies, practices, procedures,
organizational structures, and software.

Information Security Management System is the life-cycle approach to
implementing, maintaining, and improving the interrelated set of
policies, controls, and procedures that ensure the security of an
organization's information assets in a manner appropriate for its
strategic objectives.

Information management provides the basis for the management of and access
to information throughout the system life cycle, including after disposal if
required. Designated information may include organization/enterprise, project,
agreement, technical, and user information. The mechanisms for maintaining
historical knowledge in the prior processes — decision-making, risk, and
configuration management — are under the responsibility of information
management. Figure 5-15 shows the context diagram for the Information
Management Process.
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Figure 5-15 Context Diagram for the Information Management Process

5.6.1.3 Inputs
The inputs to the Information Management Process include the following:

e Information Items —Information items can originate from any life cycle
process.

This process is governed by the following controls and enablers:

e Applicable Laws and Regulations

e Industry Standards — relevant industry specifications and standards
e Agreements —terms and conditions of the agreements

*  Project Procedures and Standards — including project plans

e  Project Directives

e Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

e Organization/Enterprise Infrastructure
®  Project Infrastructure.

5.6.1.4 Outputs
Outputs of the Information Management Process include the following:

e Information Management Strategy
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Information Repository — Supports the availability for use and
communication of all relevant systems artifacts in a timely, complete,
valid, and, if required, confidential manner

Information Management Report.

5.6.1.5 Process Activities
The Information Management Process includes the following activities:

Plan Information Management

—  Support establishing and maintaining a system data dictionary —
see project planning outputs

— Define system-relevant information, storage requirements,
access privileges, and the duration of maintenance

— Define formats and media for capture, retention, transmission,
and retrieval of information

— ldentify valid sources of information
Perform Information Management
—  Periodically obtain artifacts of information

— Maintain information according to security and privacy
requirements

— Retrieve and distribute information, as required

—  Archive designated information for compliance with legal, audit,
and knowledge retention requirements

— Retire unwanted, invalid, or unverifiable information according
to organizational policy, security, and privacy requirements.

Common approaches and tips:

In the Project Planning Process (see Section 5.1), an Information
Management Plan is tailored to satisfy the individual project
procedures for information management. An Information
Management Plan identifies the system-relevant information to be
collected, retained, secured, and disseminated, with a schedule for
retirement.

Identify information-rich artifacts and store them for later use even if
the information is informal, such as a design engineer’s notebook.
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¢ Information management delivers value to the organization and the
project by using a variety of mechanisms to provide access to the
contents of data repositories. Email, web-based access through
intranets, and database queries are a few examples.

e ISO 17799, Code of Practice for Information Security Management, is
an international standard that provides a best practices framework for
implementing security controls.

e |SO 10303, Standard for the Exchange of Product Model Data (STEP),
includes Application Protocol (AP) 239, Product Life-cycle Support
(PLCS), which addresses information requirements for complex
systems.

5.6.2 Elaboration

5.6.2.1 Information Management Concepts

The purpose of Information Management is to maintain an archive of
information produced throughout the system’s life cycle. The initial planning
efforts for information management are defined in the Information
Management Plan, which establishes the scope of project information that is
maintained; identifies the resources and personnel skill level required; defines
the tasks to be performed; and identifies information management tools and
processes, as well as methodology, standards, and procedures that will be used
on the project. Typical information includes source documents from
stakeholders, contracts, project planning documents, verification
documentation, engineering analysis reports, and the files maintained by
configuration management. Today, information management is most often
concerned with the integration of databases, such as the decision database,
and the ability to access the results from decision gate reviews and other
decisions taken on the project; requirements management tools and
databases; computer-based training and electronic interactive user manuals;
websites; and shared information spaces over the internet, such as INCOSE
Connect. The STEP — ISO 10303 standard provides a neutral computer-
interpretable representation of product data throughout the life cycle. ISO
10303-239 (AP239), Product Life-Cycle Support, is an international standard
that specifies an information model that defines what information can be
exchanged and represented to support a product through life.>” INCOSE is a co-
sponsor of 1ISO 10303-233 (AP233), SE Data Exchange. Figure 5-16 shows how
AP233 would be used to exchange data between a SysML™ and other SE
application and then to applications in the larger life cycle of systems
potentially using related ISO STEP data exchange capabilities.
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Figure 5-16 AP233 facilitates data exchange

With effective information management, information is readily accessible to
authorized project and organization personnel. Challenges related to
maintaining databases, security of data, sharing data across multiple platforms
and organizations, and transitioning when technology is updated are all
handled by information management. With all the emphasis on knowledge
management, organizational learning, and information as competitive
advantage, these activities are gaining increased attention.

5.7 Measurement Process
5.7.1 Overview

5.7.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Measurement Process is to collect, analyze, and
report data relating to the products developed and processes
implemented within the organization, to support effective management
of the processes, and to objectively demonstrate the quality of the
products.*®

5.7.1.2 Description

The SE Measurement Process helps to define the types of information needed
to support program management and technical decisions and implement SE
best practices to improve performance. The key SE measurement objective is
to measure the SE work products and processes with respect to
program/project and organization needs, including timeliness, meeting
performance requirements and quality attributes, product conformance to
standards, effective use of resources, and continuous process improvement in
reducing cost and cycle time.
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The guide for Practical Software and Systems Measurement (PSM, Section 1.1)
states:™

Measurement provides objective information to help the project
manager:

e  Communicate effectively throughout the project organization
e [dentify and correct problems early

e  Make key tradeoffs

e Track specific project objectives

e Defend and justify decisions.

Specific measures are based on information needs and how that information
will be used to make decisions and take action. Measurement thus exists as
part of a larger management process and includes not just the project
manager, but also systems engineers, analysts, designers, developers,
integrators, logisticians, etc. The decisions to be made motivate the kinds of
information to be generated and, therefore, the measurements to be made.

Another concept of successful measurement is the communication of
meaningful information to the decision makers. It is important that the people
who use the measurement information understand what is being measured
and how it is to be interpreted. Figure 5-17 presents the context diagram for
the Measurement Process.

Controls

- Applicable Laws and Regulations.
- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

/_ Inputs N Activities - Outputs ~

- Measures of Effectiveness Needs
- Measures of Effectiveness Data
- Measures of Performance Needs
- Measures of Performance Data

- Technical Performance Measures Needs - Plan Measurement - Measurement Strategy
- Technical Performance Measures Data - Perform Measurement ) - Measurement Repository
- Project Performance Measures Needs - Evaluate Measurement - Measurement Report

- Measurement Evaluation Report
- Project Performance Measures Data p

- Organizational Process Performance
Measures Needs

- Organizational Process Performance
Measures Data

e

A

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure
- Project Infrastructure

Figure 5-17 Context Diagram for the Measurement Process
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5.7.1.3 Inputs
Inputs to the Measurement Process include the following’:

Measurement Needs — |dentified measurements needs including:
— MOE Needs
— MOPs Needs
— TPM Needs
—  Project Performance Measures Needs
— Organizational Process Performance Measures Needs

Measurement Data — Data provided for the identified measurement
needs including:

— MOE Data
— MOP Data
— TPMs Data
—  Project Performance Measures Data

— Organizational Process Performance Measures Data.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure

Project Infrastructure.

5.7.1.4 Outputs
Outputs of the Measurement Process include:

Measurement Strategy
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e Measurement Repository — Supports the availability for use and
communication of all relevant measures in a timely, complete, valid,
and, if required, confidential manner.

e Measurement Report — Including documentation of the measurement
activity results; the measurement data that was collected, analyzed,
and results that were communicated; and any improvements or
corrective actions driven by the measures with their supporting data.

e Measurement Evaluation Report — Including analysis of the
Measurement Process and any suggested improvements or necessary
corrective actions.

5.7.1.5 Process Activities
The Measurement Process includes the following activities:

e  Plan Measurement
—  Establish a measurement strategy
— Identify the measurement stakeholders

— ldentify and prioritize the information needs of the decision
makers and stakeholders

— Identify and select relevant measures that aid with the
management and technical performance of the program

— Define the base measures, derived measures, indicators, data
collection, measurement frequency, measurement repository,
reporting method and frequency, trigger points or thresholds,
and review authority

*  Perform Measurement
—  Collect, store and verify the data per plan

—  Process and analyze the data to obtain measurement results
(information products)

— Document and review the measurement information products
with the measurement stakeholders and recommend action, as
warranted by the results

e  Fvaluate Measurement

—  Evaluate the effectiveness of the measures for providing the
necessary insight for decisions

245

Copyright © 2011 International Council on Systems Engineering, subject to the restrictions on the INCOSE notices page



INCOSE Systems Engineering Handbook v. 3.2.2

O S E INCOSE-TP-2003-002-03.2.2

et RN eering October 2011

— Evaluate the effectiveness, efficiency, and compliance of the
Measurement Process

— Assign corrective actions, if required

— Document and store all program measures and corrective
actions in a measurement repository.

Common approaches and tips:

5.7.2

Collection of measures for the sake of collection is a waste of time and
effort.

Each measure collected should be regularly reviewed by the
measurement stakeholders. At a minimum, key measures should be
reviewed monthly and weekly for the more mature organizations.

Some contracts identify MOEs that must be met. The derived MOPs
and TPMs that provide the necessary insight into meeting the MOEs
are automatic measures to be included within the measurement plan.
Other measures to consider should provide insight into technical and
programmatic execution of the program.’

The best measures require minimal effort to collect and are
repeatable, straight forward to understand, and presented in a format
on a regular (weekly or monthly) basis with trend data.

Many methods are available to present the data to the measurement
stakeholders. Line graphs and control charts are two of the more
frequently used. Tools are available to help with measurement.

If a need for corrective action is perceived, further investigation into
the measures may be necessary to identify the root cause of the issue
to ensure that corrective actions address the cause instead of a
symptom.

Measurement by itself does not control or improve process
performance. Measurement results must be provided to decision
makers in a manner that provides the needed insight for the right
decisions to be made.

Elaboration

5.7.2.1 Measurement Concepts
Measurement concepts have been expanded upon in previous works that the
SE measurement practitioner should reference for further insights:

1.

Measurement Primer, March 1998, INCOSE, <http://www.incose.org>
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2. Technical Measurement Guide, Version 1.0, INCOSE & PSM, December
2005, <http://www.incose.org and http://www.psmsc.com>

3. Systems Engineering Leading Indicators Guide, Version 1.0, June 15,
2007, LAI, INCOSE, PSM, and SEARI, <http://www.incose.org> and
<http://www.psmsc.com>

4. ISO/IEC 15939, Systems and Software Engineering - Measurement
Process, ISO/IEC 2007

5. PSM Guide V4.0c, Practical Software and Systems Measurement,
Department of Defense and U.S. Army, October 2000

6. CMMI® (Measurement and Quantitative Management Process Areas),
Version 1.2, August 2006, Software Engineering Institute,
<http://www.sei.cmu.edu>

7. Practical Software Measurement: Objective Information for Decision
Makers, Addison-Wesley, 2002.

5.7.2.2 Leading Indicators

A leading indicator is a measure for evaluating the effectiveness of a how a
specific activity is applied on a program in a manner that provides information
about impacts that are likely to affect the system performance or SE
effectiveness objectives. A leading indicator may be an individual measure, or
collection of measures, that are predictive of future system performance
before the performance is realized. Leading indicators aid leadership in
delivering value to customers and end users while assisting in taking
interventions and actions to avoid rework and wasted effort.

Leading indicators differ from conventional SE measures in that conventional
measures provide status and historical information, while leading indicators
use an approach that draws on trend information to allow for predictive
analysis (forward looking). By analyzing the trends, predictions can be forecast
on the outcomes of certain activities. Trends are analyzed for insight into both
the entity being measured and potential impacts to other entities. This
provides leaders with the data they need to make informed decisions and,
where necessary, take preventative or corrective action during the program in
a proactive manner. While the leading indicators appear similar to existing
measures and often use the same base information, the difference lies in how
the information is gathered, evaluated, interpreted, and used to provide a
forward looking perspective. Examples of leading indicator measures include
the following:
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e Requirements Trends — Rate of maturity of the system definition
against the plan. Requirements trends characterize the stability and
completeness of the system requirements that could potentially
impact design and production.

e Interface Trends — Interface specification closure against plan. Lack of
timely closure could pose adverse impact to system architecture,
design, implementation and/or V&V, any of which could pose
technical, cost, and schedule impact.

e Requirements Validation Trends — Progress against the plan in
ensuring that the customer requirements are valid and properly
understood. Adverse trends would pose impacts to system design
activity with corresponding impacts to technical, cost, and schedule
baselines and customer satisfaction.

For a more detailed treatment of this topic, please consult the Systems
Engineering Leading Indicators Guide referenced in Section 5.7.2.1.

5.7.2.3 Measures of Effectiveness and Measures of Performance
Measures of effectiveness (MOEs) and measures of performance (MOPs) are
two concepts that represent types of measures typically collected. MOEs are
defined in the INCOSE-TP-2003-020-01, Technical Measurement Guide, as
follows:

The “operational” measures of success that are closely related to the
achievement of the mission or operational objective being evaluated, in
the intended operational environment under a specified set of
conditions; i.e., how well the solution achieves the intended purpose.
(Adapted from DoD 5000.2, DAU, and INCOSE)’

Measures of performance are defined as follows:

The measures that characterize physical or functional attributes relating
to the system operation, measured or estimated under specified testing
and/or operational environment conditions. (Adapted from DoD 5000.2,
DAU, INCOSE, and EPI 280-04, LM Integrated Measurement
Guidebook)’

Measures of effectiveness, which are stated from the acquirer (customer/user)
viewpoint, are the acquirer’s key indicators of achieving the mission needs for
performance, suitability, and affordability across the life cycle. Although they
are independent of any particular solution, MOEs are the overall operational
success criteria (e.g., mission performance, safety, operability, operational
availability, etc.) to be used by the acquirer for the delivered system, services,
and/or processes. INCOSE-TP-2003-020-01, Technical Measurement Guide,
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Section 3.2.1, provides further discussion on this topic.

Measures of performance measure attributes considered as important to
ensure that the system has the capability to achieve operational objectives.
MOPs are used to assess whether the system meets design or performance
requirements that are necessary to satisfy the MOEs. MOPs should be derived
from or provide insight for MOEs or other user needs. INCOSE-TP-2003-020-01,
Technical Measurement Guide, Section 3.2.2, provides further discussion on
this topic.

5.7.2.4 Technical Performance Measures
Technical Performance Measures (TPMs) are defined in INCOSE-TP-2003-020-
01, Technical Measurement Guide, as follows:

TPMs measure attributes of a system element to determine how well a
system or system element is satisfying or expected to satisfy a technical
requirement or goal.

Technical Performance Measures are used to assess design progress,
compliance to performance requirements, or technical risks and provide
visibility into the status of important project technical parameters to enable
effective management, thus enhancing the likelihood of achieving the technical
objectives of the project. TPMs are derived from or provide insight for the
MOPs focusing on the critical technical parameters of specific architectural
elements of the system as it is designed and implemented. The relationship
between TPMs and MOPs is illustrated in Section 3.2.6 of the INCOSE Technical
Measurement Guide. Selection of TPMs should be limited to critical technical
thresholds or parameters that, if not met, put the project at cost, schedule, or
performance risk. The TPMs are not a full listing of the requirements of the
system or system element. The SEP should define the approach to TPMs.

Without TPMs, a project manager could fall into the trap of relying on cost and
schedule status alone, with perhaps the verbal assurances of technical staff to
assess project progress. This can lead to a product developed on schedule and
within cost that does not meet all key requirements. Values are established to
provide limits that give early indications if a TPM is out of tolerance, as
illustrated in Figure 5-18.
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Figure 5-18 TPM Monitoring

Periodic recording of the status of each TPM provides the continuing
verification of the degree of anticipated and actual achievement of technical
parameters. Measured values that fall outside an established tolerance band
alert management to take corrective action. INCOSE-TP-2003-020-01, Technical
Measurement Guide, Section 3.2.3, provides further discussion on this topic.
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6 Agreement Processes

The initiation of a project begins with user need. Once a need is perceived and
resources are committed to establish a project, it is possible to define the
parameters of an acquisition and supply relationship. This relationship exists
whenever an organization with a need does not have the ability to satisfy that
need without assistance. Agreement processes are defined in ISO/IEC
15288:2008 as follows:

[Agreement] processes define the activities necessary to establish an
agreement between two organizations. If the Acquisition Process is
invoked, it provides the means for conducting business with a supplier:
of products that are supplied for use as an operational system, of
services in support of operational activities, or of elements of a system
being developed by a project. If the Supply Process is invoked, it
provides the means for conducting a project in which the result is a
product or service that is delivered to the acquirer.*

Acquisition is also an alternative for optimizing investment when a supplier can
meet the need in @ more economical or timely manner. The Acquisition and
Supply Processes are the subject of Sections 6.1 and 6.2, respectively.

Virtually all organizations interface with industry, academia, government,
customers, partners, etc. An overall objective of Agreement processes is to
identify these external interfaces and establish the parameters of these
relationships, including identifying the inputs required from the external
entities and the outputs that will be provided to them. This network of
relationships provides the context of the business environment of the
organization and access to future trends and research. Some relationships are
defined by the exchange of products or services.

The acquisition and Supply Processes are two sides of the same coin. Each
process establishes the contractual context and constraints under which the
other system life-cycle processes are performed. The unique activities for the
agreement processes are related to contracts and managing business
relationships. An important contribution of ISO/IEC 15288:2008 is the
recognition that systems engineers are relevant contributors in this domain.?
The Maglev train case (see Section 3.6.3) is an example where the government
representatives of China and Germany participated in the relationship.

Contract negotiations are handled in various ways depending on the specific
organization. In a process that is widely used, the contracts organization in
industry (or the contracting officer in the government) is responsible for
negotiating contracts, including the contract terms and conditions. Key
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parameters, such as profit target and acceptable contract type (firm fixed price,
cost plus fixed fee, cost plus award fee), are established by the business area
manager or by organization management. Project managers rarely lead
contract negotiations, however, the lead contract negotiator should only agree
to any changes in scope, cost, or schedule with the project manager’s approval.
The systems engineer is in a supporting role to the project manager during
negotiations.

The lead contract negotiator may need, within minutes or a few hours, an
assessment of the impact of customer-proposed changes; for major changes,
the team may need a few days. In preparation for contract negotiations,
systems engineers often perform preliminary trade studies on a range of cost,
schedule, and technical performance options that might be proposed by the
customer or supplier during negotiations. Of particular importance is the
impact to project risk. What is needed is accuracy — not precision — so the team
is prepared for anything reasonable that might arise. A team that is prepared
will always have a more favorable outcome in negotiations, and the buyer will
be pleased to work with a knowledgeable provider.

A critical element to each party is the definition of acceptance criteria, such as:

1. Percent completion of the SRD

2. Requirements stability and growth measures, such as the number of
requirements added, modified, or deleted during the preceding time
interval (e.g., month, quarter, etc.)

3. Percent completion of each contract requirements document: SOW, RFP,
Contract Data/Document Requirements List (CDRL), etc.

These criteria protect both sides of the business relationship — the acquirer
from being coerced into accepting a product with poor quality, and the supplier
from the unpredictable actions of a fickle or indecisive buyer.

Two Agreement Processes are identified by ISO/IEC 15288:2008: the
Acquisition Process and the Supply Process. They are included in this handbook
because they conduct the essential business of the organization and establish
the relationships between organizations relevant to the acquisition and supply
(i.e., buying and selling) of products and services. Agreements may exist
between organizational units internal or external to the organization.
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6.1 Acquisition Process
6.1.1 Overview

6.1.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Acquisition Process is to obtain a product or service
in accordance with the acquirer's requirements.?

The Acquisition Process is invoked to establish an agreement between two
organizations under which one party acquires products or services from the
other. The acquirer experiences a need for an operational system, for services
in support of an operational system, for elements of a system being developed
by a project, or for services in support of project activities. Often our
experience with the Acquisition Process is typified by the purchase of
telephones or automobiles. To facilitate the purchase of more complex services
and products is a primary SE responsibility. The start of an acquisition/Supply
Process begins with the determination of, and agreement on, user needs. The
goal is to find a supplier that can meet those needs.

6.1.1.2 Description
The role of the acquirer demands familiarity with the Technical, Project, and
Organizational Project-Enabling Processes as it is through them that the
supplier will execute the agreement. An acquirer organization applies due
diligence in the selection of a supplier to avoid costly failures and impacts to
the organization budgets and schedules. This section is written from the
perspective of the acquirer organization. Figure 6-1 is the context diagram for
the Acquisition Process.
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- Acqui.sirion Need ) - Advertise the Acquisition and - Acquisition Request for Proposal
- Enab!ujg_ System Requirements ) Select the Supplier ) - Acquisition Agreement
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- Acquired System - Monitor the Agreement
- Accept the Product or Service

- Acquisition Report
- Acquisition Payment

Enablers
- Organization/Enterprise Policies,
Procedures, and Standards
- Organization/Enterprise Infrastructure
- Project Infrastructure
Figure 6-1 Acquisition Process Context Diagram
6.1.1.3 Inputs
The inputs to the Acquisition Process include the following:
e Acquisition Need — The Acquisition Process begins with the

identification of a need that cannot be met within the organization
encountering the need, or a need that can be met in a more
economical way by a supplier.

* Enabling System Requirements — Necessary systems that enable the
realization of the system-of-interest are acquired, including:

— Implementation Enabling System Requirements
— Integration Enabling System Requirements

—  Verification Enabling System Requirements

— Transition Enabling System Requirements

— Validation Enabling System Requirements

—  Operation Enabling System Requirements

— Maintenance Enabling System Requirements

— Disposal Enabling System Requirements.

® Acquisition Proposal — The responses of one or more candidate
suppliers in response to an acquisition RFP.
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Acquired System — The system, subsystem, or system element
(product or service) is delivered to the acquirer consistent with the
delivery conditions of agreement.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements — terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure

Project Infrastructure.

It is important to note that availability of adequate funding is essential to
beginning the Acquisition Process.

6.1.1.4 Outputs
Outputs of the Acquisition Process include the following:

Acquisition Strategy — May also include inputs to determine
acquisition constraints.

Acquisition Request for Proposal (RFP) — The organization identifies
candidate suppliers that could meet this need, and the acquisition
personnel identify a plan for procuring the system-of-interest. Inputs
are received from the project management and engineering personnel
in the organization with the need.

Acquisition Agreement — The agreement can vary from formal
contracts or less formal inter-organizational work orders.

Accepted System — Responsibility for system-of-interest is transferred
from supplier to acquirer and the product or service is available to the
project.

Acquisition Report

Acquisition Payment — Payments or other compensations is rendered.
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6.1.1.5 Process Activities

The Acquisition

Process includes the following activities:

®  Prepare for the Acquisition

Develop and maintain Acquisition Plans, Strategies, Policies,
Procedures to meet the organization goals and objectives and
the needs of the project management and technical SE
organizations.

Identify a list of potential suppliers — suppliers may be internal
or external to the acquirer organization.

e Advertise the Acquisition and Select the Supplier

Identify needs in an RFP — Through the use of the Technical
Processes, including Requirements Analysis, the acquiring
organization produces a set of requirements that will form the
basis for the procurement specification.

Select appropriate suppliers — Using selection criteria, rank
suppliers by their suitability to meet the overall need and
establish supplier preferences and corresponding justifications.
Viable suppliers should be willing to conduct ethical
negotiations, able to meet technical obligations, and willing to
maintain open communications throughout the Acquisition
Process.

Evaluate supplier responses to the RFP — Ensure the system-of-
interest meets acquirer needs and complies with industry and
other standards. Assessments from the Project Portfolio
Management and Quality Management Processes and
recommendations from the requesting organization are
necessary to determine the suitability of each response and the
ability of the supplier to meet the stated commitments. Record
recommendations from evaluation of responses to the RFP. This
can range from formal documentation to less formal inter-
organizational interactions (e.g., between design engineering
and marketing).

Select the preferred supplier based on acquisition criteria.

e |nitiate an Agreement

Negotiate agreement — Acquirer commits to specify
requirements for system-of-interest; participate in verification,
validation, and acceptance activities; render payment according
to the schedule; participate in exception and change control
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procedures; and contribute to transparent risk management
procedures. The agreement will establish criteria for assessing
progress toward final delivery.

Establish delivery acceptance criteria — The procurement
specification, in the context of the overall agreement, should
clearly state the criteria by which the acquirer will accept
delivery from the supplier. A verification matrix can be used to
clarify these criteria.

e Monitor the Agreement

Manage Acquisition Process activities, including decision-
making for agreements, relationship building and maintenance,
interaction with organization management, responsibility for
the development of plans and schedules, and final approval
authority for deliveries accepted from the supplier.

Maintain communications with supplier, stakeholders, and
other organizations regarding the project.

Assess execution of agreements to identify risks and issues,
progress towards mitigation of risks, adequacy of progress
toward delivery, and cost and schedule performance, and to
determine potential undesirable outcomes for the organization.

Amend agreements when impacts on schedule, budget, or
performance are identified.

e Accept the Product or Service

Accept delivery of products and services — in accordance with
all agreements and relevant laws and regulations.

Render payment — or other agreed consideration in accordance
with agreed payment schedules.

Accept responsibility in accordance with all agreements and
relevant laws and regulations.

When an Acquisition Process cycle concludes, a final review of
performance is conducted to extract lessons-learned for
continued process performance.

Common approaches and tips:

e Establish acquisition guidance and procedures that inform acquisition
planning, including recommended milestones, standards, assessment
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criteria and decision gates. Include approaches for identifying,
evaluating, choosing, negotiating, managing and terminating suppliers.

e Establish a point of responsibility within the organization for
monitoring and controlling individual agreements. This person
maintains communication with the supplier and is part of the decision-
making team to assess progress in the execution of the agreement.
The possibility of late delivery or cost overruns should be identified
and communicated to the organization as early as noted.

e Define and track measures that indicate progress on agreements.
Appropriate measures require the development of tailored measures
that do not drive unnecessary and costly efforts but do provide the
information needed to ensure the progress is satisfactory and that key
issues and problems are identified early to allow time for resolution
with minimal impact to the delivery and quality of the product and
service.

e Include technical representation in the selection of the suppliers to
critically assess the capability of the supplier to perform the required
task. This helps reduce the risk of contract failure and its associated
costs, delivery delays, and increased resource commitment needs.
Past performance is highly important, but changes to key personnel
should be identified and evaluated.

e Communicate clearly with the supplier about the real needs and avoid
conflicting statements or making frequent changes in the statement of
need that introduce risk into the process.

e Maintain traceability between the supplier’'s responses to the
acquirer’s solicitation. This can reduce the risk of contract
modifications, cancellations, or follow-on contracts to fix the product
or service.

e |Institute for supply management has useful guidance for purchasing
and marketing.*

6.1.2 Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.
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6.2 Supply Process
6.2.1 Overview

6.2.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Supply Process is to provide an acquirer with a
product or service that meets agreed requirements.”

The Supply Process is invoked to establish an agreement between two
organizations under which one party supplies products or services to the other.
Within the supplier organization, a project is conducted according to the
recommendations of this handbook with the objective of providing a product
or service that meets the contracted requirements. In the case of a mass
produced product or service, a marketing function may represent the acquirer
and establish customer expectations.

6.2.1.2 Description

The Supply Process is highly dependent upon the Technical, Project, and
Organizational Project-Enabling Processes as it is through them that the work
of executing the agreement is accomplished. This means that the Supply
Process is the larger context in which the other processes are applied under
contract. This section is written from the perspective of the supplier
organization. Figure 6-2 is the context diagram for the Supply Process.

Controls

- Applicable Laws and Regulations
- Industry Standards

- Agreements

- Project Procedures and Standards
- Project Directives

/ Inputs —\ / Activities N\ // Outputs \\
- Identify Opportunities - Supply Strate
- Organization Strategic Plan - Respond to a Tender - Suz;\; Propcf;l
- Supply RFP ) - Initiate an Agreement ) - Supply Agreement
- Supply Payment - Execute the Agreement

- Supplied System

- Deliver and Support the Product - Supply Report

or Service
- Close the Agreement

A

Enablers

- Organization/Enterprise Policies,
Procedures, and Standards

- Organization/Enterprise Infrastructure

- Project Infrastructure

Figure 6-2 Supply Process Context Diagram
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6.2.1.3 Inputs
The inputs to the Supply Process include the following:

Organization Strategic Plan — Supply decisions are determined within
in the context of the overall organizational strategy.

Supply Request for Proposal (RFP) — A request from another
organization to propose a solution to meet a need for a system
(product or service).

Supply Payment — Payments or other compensations is received and
acknowledged.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Industry Standards — relevant industry specifications and standards
Agreements —terms and conditions of the agreements

Project Procedures and Standards — including project plans

Project Directives

Organization/Enterprise Policies, Procedures, and Standards -
including guidelines and reporting mechanisms

Organization/Enterprise Infrastructure

Project Infrastructure.

6.2.1.4 Outputs
Outputs of the Supply Process include the following:

Supply Strategy — May also include inputs to determine supply
constraints. Should also include the identification of potential
acquirers.

Supply Proposal — The organization responds to the supply RFP.

Supply Agreement — The agreement can vary from formal contracts or
less formal inter-organizational work orders.

Supplied System — The system-of-interest (product or service) is
delivered according to delivery conditions of agreement.

Supply Report.
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6.2.1.5 Process Activities
The Supply Process includes the following activities:

e Identify Opportunities

Develop and maintain Supply plans, strategies, policies,
procedures to meet the organization goals and objectives and
the needs of the project management and technical SE
organizations.

® Respond to a Tender

Select appropriate acquirers willing to conduct ethical
negotiations, able to meet financial obligations, and willing to
maintain open communications throughout the Supply Process.

Evaluate acquirer requests and prepare a response — Ensure
satisfactory response proposes a system-of-interest that meets
acquirer needs and complies with industry and other standards.
Assessments from the Project Portfolio Management, Human
Resource Management, and Quality Management Processes are
necessary to determine the suitability of this response and the
ability of the organization to meet these commitments.

e |nitiate an Agreement

Negotiate agreement — Supplier commits to meet requirements
for system-of-interest; meet delivery milestones, verification,
validation, and acceptance conditions; accept payment
schedule; execute exception and change control procedures;
and maintain transparent risk management procedures. The
agreement will establish criteria for assessing progress toward
final delivery.

e Execute the Agreement

Execute the agreement — Start a project and invoke the other
processes defined in this handbook.

Manage Supply Process activities, including decision-making for
agreements, relationship building and maintenance, interaction
with organization management, responsibility for the
development of plans and schedules, and final approval
authority for deliveries made to acquirer.

Maintain communications with acquirer, sub-suppliers,
stakeholders, and other organizations regarding the project.
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— Assess execution of agreements to identify risks and issues,
progress towards mitigation of risks, and adequacy of progress
toward delivery; evaluate cost and schedule performance; and
determine potential undesirable outcomes for the organization.

e Deliver and Support the Product or Service

—  Deliver products and services in accordance with all agreements
and relevant laws and regulations.

e (Close the Agreement

— Receive and acknowledge payment or other agreed
consideration in accordance with agreed payment schedules.

—  Transfer responsibility in accordance with all agreements and
relevant laws and regulations.

— When a Supply Process cycle concludes, a final review of
performance is conducted to extract lessons-learned for
continued process performance.

Common approaches and tips:

e Agreements fall into a large range from formal to very informal based
on verbal understanding. Contracts may call for a fixed price, cost plus
fixed fee, incentives for early delivery, penalties for late deliveries, and
other financial motivators.

e Relationship building and trust between the parties is a non-
guantifiable quality that, while not a substitute for good processes,
makes the human interactions agreeable.

e Develop technology white papers or similar documents to
demonstrate and describe to the (potential) acquirer the range of
capabilities in areas of interest. Use traditional marketing approaches
to encourage acquisition of mass produced products.

e Maintain an up-to-date internet presence, even if the organization
does not engage in electronic commerce.

e When expertise is not available within the organization (e.g. legal and
other governmental regulations, laws, etc.), retain subject matter
experts to provide information and specify requirements related to
agreements.

e Invest sufficient time and effort into understanding acquirer needs
before the agreement. This can improve the estimations for cost and
schedule and positively affect agreement execution. Evaluate any
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technical specifications for the product or service for clarity,
completeness and consistency.

Involve personnel who will be responsible for agreement execution to
participate in the evaluation of and response to the acquirer’s request.
This reduces the start-up time once the project is initiated, which in
turn is one way to recapture the cost of writing the response.

Make a critical assessment of the ability of the organization to execute
the agreement; otherwise, the high risk of failure and its associated
costs, delivery delays, and increased resource commitment needs will
reflect negatively on the reputation of the entire organization.

Elaboration

Elaborations for this section are under development and will be included in a
future revision of the INCOSE Systems Engineering Handbook.

6.3 References

1. ISO/IEC 15288:2008, p. 15
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7 Organizational Project-Enabling Processes

Organizational Project-Enabling Processes are the purview of the organization
(also known as enterprise) and are used to direct, enable, control, and support
the system life cycle. Organizational Project-Enabling Processes are defined in
ISO/IEC 15288:2008 as follows:

The Organizational  Project-Enabling  Processes  ensure  the
organization’s capability to acquire and supply products or services
through the initiation, support and control of projects. They provide
resources and infrastructure necessary to support projects and ensure
the satisfaction of organizational objectives and established
agreements. They are not intended to be a comprehensive set of
business processes that enable strategic management of the
organization's business."

This chapter focuses on the capabilities of an organization relevant to the
realization of a system; as stated above, they are not intended to address
general business management objectives, although sometimes the two
overlap.

Organizational units cooperate to develop, implement, deploy, operate,
maintain and dispose of the system-of-interest. Enabling systems may also
need to be modified to meet the needs of new systems, developed or acquired
if they do not exist. Examples include development, manufacturing, training,
verification, transport, maintenance, and disposal systems that support the
system-of-interest.

Five Organizational Project-Enabling Processes are identified by ISO/IEC
15288:2008. They are: Life Cycle Model Management, Infrastructure
Management, Product Portfolio Management, Human Resource Management,
and Quality Management. The organization will tailor these processes and their
interfaces to meet specific strategic and communications objectives. Figure 1-1,
System Life Cycle Processes Overview, depicts how Organizational Project-
Enabling Processes impact the Technical, Project, and Agreement processes
described in this handbook.
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7.1 Life Cycle Model Management Process
7.1.1 Overview

7.1.1.1 Purpose
As stated in ISO/IEC 15288:2008:

The purpose of the Life Cycle Model Management Process is to define,
maintain, and assure availability of policies, life cycle processes, life
cycle models, and procedures for use by the organization with respect
to the scope of [ISO/IEC 15288:2008].

This process provides life cycle policies, processes, models, and
procedures that are consistent with the organization's objectives, that
are defined, adapted, improved and maintained to support individual
project needs within the context of the organization, and that are
capable of being applied using effective, proven methods and tools.’

The resulting life cycle model is a “framework of processes and activities
concerned with the life cycle that may be organized into stages, which also acts
as a common reference for communication and understanding."

The value propositions to be achieved by instituting organization-wide
processes for use by projects are as follows:

1. Provide repeatable/predictable performance across the projects in the
organization (this helps the organization in planning and estimating
future projects and in demonstrating reliability to customers)

2. Leverage practices that have been proven successful by certain
projects and instill those in other projects across the organization
(where applicable)

3. Enable process improvement across the organization

4. Improve ability to efficiently transfer staff across projects as roles are
defined and performed consistently

5. Improve start up of new projects (less re-inventing the wheel).

In addition, the standardization across projects may enable cost savings
through economies of scale for support activities (tool support, process
documentation, etc).
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7.1.1.2 Description

This process (1) establishes and maintains a set of policies and procedures at
the organization level that support the organization’s ability to acquire and
supply products and services, and (2) provides integrated system life cycle
models necessary to meet the organization’s strategic plans, policies, goals, and
objectives for all projects and all system life-cycle stages. The processes are
defined, adapted, and maintained to support the requirements of the
organization, SE organizational units, individual projects, and personnel. Life
Cycle Model Management Processes are supplemented by recommended
methods and tools. The resulting guidelines in the form of organization policies
and procedures are still subject to tailoring by projects, as discussed in
Chapter 8. Figure 7-1 is the context diagram for this process.

Controls

- Applicable Laws and Regulations

/ Inputs \ 7 Activities N o Outputs \
- Organization Strategic Plan - Organizational Process Performance
Mesturement fep - Establish the rocess - Orgonzaions roces Prforman
- Measuremenl Eeplort‘ N ) - Assess the Process ) Mg atio D 26955 ertol ce
- Measurement Evaluation Report - Improve the Process easurement Data
- Infrastructure Management Report - Standard Life Cycle Models
- Organization Tailoring Strategy - Process Review Criteria
- Quality Management Guidelines - Organization/Enterprise Policies,

- Corrective Actions Procedures, and Standards

Enablers

- Organization/Enterprise Infrastructure

Figure 7-1 Life-Cycle Model Management Process Context Diagram

7.1.1.3 Inputs
Inputs to the Life Cycle Model Management Process include the following:

® Organization Strategic Plan — Organization strategic plans and
infrastructure are used to ensure consistency in the eventual
recommendations.

® Industry Standards — This handbook and relevant standards, new
knowledge from research, and industry sponsored knowledge
networks are examples of the sources from which Life Cycle Model
Management Processes are extracted.
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Measurement Report — Assessments from projects and trends
collected from Tailoring Processes provide constructive input for
improvements to an organization’s life cycle model implementation.

Measurement Evaluation Report — Assessments of the Measurement
Process provide constructive input for improvements to an
organization’s life cycle model implementation.

Infrastructure Management Report — Reports from the Infrastructure
Management Process provide constructive input for improvements to
an organization’s life cycle model implementation.

Organization Tailoring Strategy — Relating to incorporating new or
updated external standards.

Quality Management Guidelines

Corrective Actions — Resulting from process-related reviews and
audits.

This process is governed by the following controls and enablers:

Applicable Laws and Regulations

Organization/Enterprise Infrastructure.

7.1.1.4 Outputs
Outputs of the Life Cycle Model Management Process include the following:

Organizational Process Performance Measures Needs — Identification
of measurement criteria indicating the degree to which the system life
cycle processes are being followed

Organizational Process Performance Measures Data — Data provided
to measure the degree to which the system life cycle processes are
being followed

Standard Life Cycle Models — Including definition of the business and
other decision-making criteria regarding entering and exiting each life
cycle stage

Process Review Criteria — Including criteria for assessments and
approvals/disapprovals

Organization/Enterprise  Policies, Procedures, and Standards -
Organization process guidelines in the form of organization policies,
directives, and procedures for applying the system life cycle processes
and adapting them to meet the needs of individual projects (e.g.,
templates for management plans, such as configuration, information,
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and RMPs). This also includes defining accountability and authority for
all SE and management processes within the organization and the
roles and responsibilities for SE and management processes within the
organization.

7.1.1.5 Process Activities
The Life Cycle Model Management Process includes the following activities:

e  Establish the Process

Identify sources (organization, corporate, industry, academia,
stakeholders and customers) of Life Cycle Model Management
Process information

Distill the information from multiple sources into an
appropriate set of life cycle models that are aligned with the
organization and business area plans and infrastructure

Establish Life Cycle Model Management guidelines in the form
of plans, policies, procedures, tailoring guidance, models, and
methods and tools for controlling and directing the life cycle
models

Define, integrate, and communicate life cycle model roles,
responsibilities, authorities, requirements, measures, and
performance criteria based on the Life Cycle Model
Management Process guidelines

Define the decision-making criteria that determine entering and
exiting each stage of the system life cycle — expressed in terms
of business achievements

Disseminate policies, procedures, and directives throughout the
organization.

e Assess the Process

Conduct periodic reviews of the life cycle models used by
projects — use assessments to confirm the adequacy and
effectiveness of the Life Cycle Model Management Processes

e Improve the Process

Identify opportunities to improve the organization Life Cycle
Model Management guidelines on a continuing basis based on
individual project assessments, individual feedback, and
changes in the organization strategic plan
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— Communicate with all relevant organizations regarding the
creation of and changes in the Life Cycle Model Management
guideline.

Common approaches and tips:

Base policies and procedures on an organization-level strategic and
business area plan that provides a comprehensive understanding of
the organization’s goals, objectives, stakeholders, competitors, future
business, and technology trends.

Ensure that policy and procedure compliance review is included as
part of the business decision gate criteria.

Development of a Life Cycle Model Management Processes intranet
and information database with essential information provides an
effective mechanism for disseminating consistent guidelines and
providing announcements about organization-related topics, as well as
industry trends, research findings, and other relevant information.
This provides a single point of contact for continuous communication
regarding the Life Cycle Model Management guidelines and
encourages the collection of valuable feedback and the identification
of organization trends.

Establish an organization center of excellence for Life Cycle Model
Management Processes. This organization can become the focal point
for the collection of relevant information, dissemination of guidelines,
and analysis of assessments and feedback. They can also develop
checklists and other templates to support project assessments to
ensure that the pre-defined measures and criteria are used for
evaluation.

Manage the network of external relationships by assigning personnel
to identify standards, industry and academia research, and other
sources of organization management information and concepts
needed by the organization.

The network of relationships includes government, industry, and
academia. Each of these external interfaces provide unique and
essential information for the organization to succeed in business and
meet the continued need and demand for improved and effective
systems and products for its customers. It is up to the Life Cycle Model
Management Process to fully define and utilize these external entities
and interfaces (i.e., their value, importance, and capabilities that are
required by the organization):
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—  Legislative, regulatory, and other government requirements

— Industry SE and management related standards, training,
capability maturity models

— Academic education, research results, future concepts and
perspectives, requests for financial support.

Establish an organization communication plan for the policies and
procedures. Most of the processes in this handbook include
dissemination activities. An effective set of communication methods is
needed to ensure that all stakeholders are well-informed.

Methods and tools for enabling the application of Life Cycle Model
Management Processes must be effective and tailored to the
implementation approach of the organization and its projects. A
responsible organization can be created or designated to coordinate
the identification and development of partnerships and/or
relationships with tool vendors and working groups. They can
recommend the use of methods and tools that are intended to help
personnel avoid confusion, frustration, and wasting valuable time and
money. These experts may also establish an integrated tool
environment between interacting tools to avoid cumbersome (and
inaccurate) data transfer.

Including stakeholders, such as engineering and project management
organizations, as participants in developing the Life Cycle Model
Management guidelines increases their commitment to the
recommendations and incorporates a valuable source of organization
experience.

Developing alternative life cycle models based on the type, scope,
complexity, and risk of a project decreases the need for tailoring by
engineering and project organizations.

Provide clear guidelines for tailoring and adaptation.

Work continually to improve the life cycle models and processes.

Elaboration

7.1.2.1 Standard SE Processes
An organization engaged in SE provides the requirements for establishing,
maintaining, and improving the standard SE process and the policies, practices,
and supporting functional processes (see Figure 7-2) necessary to meet
customer needs throughout the organization. Further, it defines the process for
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tailoring the standard SE process for use on projects and for making
improvements to the project-tailored SE processes.

Organizational management must review and approve the standard SE process
and changes to it. Organizations should consider establishing an SE Process
Group (SYSPG) to oversee SE process definition and implementation.

Process

Requirements

Standard
Engineering
Processes &

Practices

« Policies

« Standard SE Process

+ Standard SE Practices

= Standard Functional
Processes

Standard Process
Reviews, Audits &
Lessons Learned

+ Process Reviews
« Assessments & Audits
+ Lessons Learned

Reviews

+ Other Capability Reviews

(Benchmarks, Best
Practices, Conferences,
Symposia)

Analysis & Change
Definition

+ Conduct Analyses of
Process Effectiveness &
Compliance

+ Analyze Standard Process
Benefits, Costs &
Improvements

« Develop Targeted
Improvements & Changes

* Review & Approvals

Standard Process Feedback & Change

Figure 7-2 Standard SE Process Flow

An organization establishes a standard SE process using a reference SE process
model, which is tailored by projects to meet specific customer and stakeholder
needs. The reference model should tailor industry, government, or other
agency “best practices” based on multiple government, industry, and
organization reference SE process documents. The reference SE model must
include an SE improvement process. Projects are expected to follow this
process, as tailored to meet project-specific SE process needs. The standard
process must be tailorable, extensible, and scalable to meet a diverse range of
projects, from small study contracts to large projects requiring thousands of
participants.

The standard SE process model is established by selection of specific processes
and practices from this handbook, industry SE process references (such as
ANSI/EIA-632 and ISO/IEC 15288:2008), and government SE process references,
as appropriate and is applicable to every engineering capability maturity focus
area or process area in the Capability Maturity Model® Integration (CMMI®)
approach.

A high-performing organization also reviews the process (as well as work
products), conducts assessments and audits (e.g., CMMI® assessments and ISO

audits), retains corporate memory through the understanding of lessons
learned, and establishes how benchmarked processes and practices of related
organizations can affect the organization. Successful organizations should
analyze their process performance, its effectiveness and compliance to
organizational and higher directed standards, and the associated benefits and
costs, and then develop targeted improvements.
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The basic requirements for standard and project-tailored SE process control,
based on CMMI®, are as follows:

1.
2.

9.

10.

SE processes shall be identified for use on projects.

Implementation and maintenance of SE processes shall be
documented.

Inputs and outputs 